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Abstract
This paper presents the development of our systems for the
Interspeech 2020 Far-Field Speaker Verification Challenge
(FFSVC). Our focus is the task 2 of the challenge, which is
to perform far-field text-independent speaker verification using
a single microphone array. The FFSVC training set provided
by the challenge is augmented by pre-processing the far-field
data with both beamforming, voice channel switching, and a
combination of weighted prediction error (WPE) and beam-
forming. Two open-access corpora, CHData in Mandarin and
VoxCeleb2 in English, are augmented using multiple meth-
ods and mixed with the augmented FFSVC data to form the
final training data. Four different model structures are used
to model speaker characteristics: ResNet, extended time-delay
neural network (ETDNN), Transformer, and factorized TDNN
(FTDNN), whose output values are pooled across time using
the self-attentive structure, the statistic pooling structure, and
the GVLAD structure. The final results are derived by fus-
ing the adaptively normalized scores of the four systems with
a two-stage fusion method, which achieves a minimum of the
detection cost function (minDCF) of 0.3407 and an equal error
rate (EER) of 2.67% on the development set of the challenge.
Index Terms: speaker verification, deep neural network, data
augmentation, score normalization

1. Introduction
Over the past few years, due to the rapid development of deep
learning, the performance of near-field speaker recognition sys-
tems has achieved substantial improvements [1–3]. However,
when the microphone is located far from the speaker, the quality
of the speech signals captured are more likely to be affected by
energy decaying, reverberation, and environmental noise, which
makes the speaker recognition problem more challenging [4].
Recently, there is an increasing interest in far-field speech pro-
cessing, due to the prevalence of the emerging speech applica-
tions in smart-home devices, robotics, and audio surveillance.
Microphone arrays are often used to capture the far-field speech
signals, which can provide additional spatial information in the
derived acoustic features. Though much efforts have been made
for far-field automatic speech recognition(ASR) [5, 6], fewer
studies have focused on speaker recognition by far.

The Interspeech 2020 Far-Field Speaker Verification Chal-
lenge (FFSVC) is launched to facilitate the study on both far-
field text-dependent and text-independent speaker verification
[7–10] problems. In this paper, we describe our systems and
the experimental results on FFSVC task 2, the text-independent
speaker verification with a single microphone array. It is an
open-track task since external open-access datasets are allowed
to be used along with the officially-released 1,100-hour far-
field training data (denoted as FFSVC20). Since the exter-
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nal datasets are recorded with different acoustic environments,
namely source-sensor distances, transmission channels, and mi-
crophone frequency responses, how to use them to improve
the far-field speaker recognition performance on the in-domain
FFSVC20 data is a problem. We comprehensively described
the use of near-field to far-field transformation (near-to-far) and
its reverse based on signal processing, as well as different data
augmentation methods related to additive/convolutional noises
and room impulse responses (RIRs). Different DNN structures
and fusion methods are also investigated [11]. Both far-to-
near (dereverberation) and near-to-far (reverberation) transfor-
mations are used for FFSVC and the external datasets to cap-
ture better channel-invariant for speaker characteristics. More
specifically, regarding the FFSVC dataset that includes the
same utterance recorded by microphones at different distances,
signal-processing based beamforming method [12] is used to re-
duce the noise and reverberation using the spatial information.
Moreover, the weighted prediction error (WPE) [13] is adapted
to further reduce the reverberation using the temporal correla-
tion. For the external datasets, data augmentation by transform-
ing the near-field data to far-field is used to increase channel and
acoustic environment information for speaker characteristics to
fit the characteristics of FFSVC. The near-to-far data augmen-
tation is implemented using a linear convolution using the RIRs
estimated for each pair of near-field and far-field microphones
in the FFSVC dataset.

All of our systems are deep-learning-based. Four differ-
ent structures are used as encoder, namely ResNet [14], extend
time-delay neural network (ETDNN) [15, 16] , Transformer
[17], and factorized TDNN (FTDNN) encoder. For each type
of model, the output values are pooled across time using the
self-attentive [18–20] or the statistic pooling structure [2].

The angular softmax function is introduced in this work to
increase the discrimination between the speakers and decrease
the distance of the intra-speakers. Back-end scoring is per-
formed using probabilistic linear discriminant analysis (PLDA)
[21] and cosine similarity [22]. Adaptive score normalization
[23] is used to increase the robustness against different chan-
nels, and the normalized scores from different systems are fused
using BOSARIS toolkit [24] in the end. The remainder of the
paper is organized as follows. Section 2 describes the data
preparation pipeline. Section 3 presents the structures of the
systems. Experimental results are presented in Section 4, fol-
lowed by conclusions.

2. Data Preparations
This section describes our data preparation pipelines.

2.1. Pipeline for FFSVC20

The FFSVC20 dataset was collected in multiple scenarios. The
training set includes 120 speakers with a total number of 1,100-
hour speech, and the development set consists of data from 35
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speakers. FFSVC20 uses a close-talking microphone, an iPhone
at 25 cm distance and three randomly selected 4-channel micro-
phone arrays in the training and development sets.

The target of task 2 of FFSVC is to determine whether
the far-field speech signal captured by a microphone array be-
longs to a certain speaker according to the enrollment utterances
recorded by the near-field devices. The following four data aug-
mentation methods are used, which can help the DNN speaker
classifier to capture better channel- and acoustic-environment-
invariant features for speaker discrimination.

2.1.1. Dereverberation

The recordings of the FFSVC20 dataset were obtained under
complex and varied acoustic environments. In such conditions,
reverberation is a core factor that impacts the recognition accu-
racy. To alleviate that, The NARA-WPE toolbox [25] based on
the weighted prediction error (WPE) method is applied to the
far-field speech to reduce the effect of reverberation.

2.1.2. Beamforming

The quality of far-field speech is degraded as a result of the at-
tenuated energy of the direct-path speech signal. Both of the
direct-to-reverberation ratio (DRR) and the signal-to-noise ra-
tio (SNR), which jointly describe the target speech dominance
in the captured far-field signal, are decreased. With multiple mi-
crophones, the beamformer performs spatial filtering by steer-
ing a beam towards the speaker’s direction and suppresses the
background noise and the reverberation from other directions.

It has been shown that using beamforming to pre-process
the data can improve the robustness of the speaker verification
system in complex acoustic environments [26]. In this paper,
beamforming is performed for the far-field multichannel sig-
nals from the FFSVC20 dataset, and the resulting utterances are
used to augment the datasets. In addition, due to the existence
of sidelobes of the beamformer, the reverberation and noise are
“suppressed” rather than “removed” in the data generated by
beamforming, which can be seen as a reasonable interpolation
between the near-field and far-field signals. Such an interpo-
lation smoothed the feature space and can improve the DNN
model performance. The BeamformIt toolbox [12] is used to
perform beamforming, which takes an arbitrary number of in-
put channels without any prior information and computes an
output by filter-and-sum beamforming.

Moreover, the far-field signals pre-processed by WPE and
beamforming (denoted as WPEBF) are used in the PLDA train-
ing stage or the scoring stage.

2.1.3. Voice channel switching

The voice channel switching method proposed in [27] can sim-
ulate the rotation relationship to capture more spatial informa-
tion. Here we extend this idea to combine signals from different
distances with different channels for the beamforming process.
Such an operation could help to augment data with diversity
acoustic environment while not change the spatial information
of the original data set. In this paper, voice channel switching
is applied to the FFSVC20 far-field data training set, and the
augmented versions are used in the PLDA training stage.

2.1.4. PyRIR

Room impulse response (RIR) is the transfer function between
the sound source and the receiver devices, which carry the

acoustic characteristics in the process of sound propagation. Al-
though the FFSVC20 provides multi-channel far-field signals,
the relative position of the microphone device and the room size
is fixed. The Pyroomacoustics toolkit [28] provide the function
for quickly construct various simulate scenarios, which can help
to increase channel information. The FFSVC20 near-field data
signals are convolving with the simulated RIRs, and the result-
ing utterances are used to augmented the training sets.

2.2. Pipeline for external open-access datasets

In this paper, two open-access speaker recognition datasets,
CHData 1 and VoxCeleb2 [29], are used as the external open-
access datasets to construct the systems. For CHData, the sub-
sets SLR{18, 33, 47, 62, 68, 85} are selected to use, which con-
sists of a total number of 2897 hours of speech 5126 speakers.
For VoxCeleb2, a total number of 5994 speakers are used. We
have noticed that the SLR85 subset of CHData is recorded sim-
ilarly to FFSVC20, and the other CHData subsets are the near-
field data. Together with the PyRIR method described in Sec-
tion 2.1.4, another two data augmentation methods, the SIAug
and SREAug, are also applied to the open-access datasets.

2.2.1. SIAug

Since the data included in the open-access corpora mostly con-
sist of near-field speech signals, it is crucial to simulate a far-
field environment to matched how the FFSVC20 dataset was
created. For each pair of the near-field/far-field signals from
FFSVC20, a large collection of RIRs are estimated by perform-
ing system identification (SI) [30] from the near-field source
signal to the signal captured by the far-field microphone array.
All near-field training data are augmented by convolving the
near-field signals with a randomly selected RIR.

2.2.2. SREAug

The SREAug pipeline from the x-vector-based speaker recog-
nition system in the Kaldi SRE16 recipe [31] is used to increase
the diversity of noise interferences and RIRs in the dataset. The
SREAug contains the following steps:

a) Mixing with babel, music and noise signals from the
MUSAN corpus [32];

b) Convolving with the RIRs from the AIR dataset [32].

2.3. Data pre-processing

The full training set consists of the official FFSVC20 dataset,
the two open-access datasets, and their augmented versions.
Three kinds of acoustic features including 60-dimension (-dim)
log-Mel filter-banks (FBK) +Pitch (FBKP), 80-dim FBK+Pitch,
and 30-dim PLP+Pitch (PLPP) are employed in this task. Au-
dios are resampled to 16 kHz, and all the features are extracted
from the raw signals with 25 ms frame length and 10 ms over-
lap. The energy-based voice activity detection (VAD) from the
Kaldi SRE16 recipe is used to select the speech period. Then
the features are processed through local cepstral mean normal-
ization over a 3-second sliding window before fed into the deep
speaker network.

3. Model Architectures
In this section, we introduce four types of DNN architectures
and the score normalization used by our system.

1https://openslr.org/resources.php

3477



Table 1: Detailed specifications of the different the ResNet-based systems.

Layer name ResNet-18 ResNet-34 ResNet-50
Input - - -

Conv2D-1 3 × 3, Stride 1 3 × 3, Stride 1 3 × 3, Stride 1

ResNetBlock-1
[
3× 3 64
3× 3 64

]
× 2

[
3× 3 64
3× 3 64

]
× 3

1× 1 64
3× 3 64
1× 1 256

× 3

ResNetBlock-2
[
3× 3 128
3× 3 128

]
× 2

[
3× 3 128
3× 3 128

]
× 4

1× 1 128
3× 3 128
1× 1 512

× 4

ResNetBlock-3
[
3× 3 256
3× 3 256

]
× 2

[
3× 3 256
3× 3 256

]
× 6

1× 1 256
3× 3 256
1× 1 1024

× 6

ResNetBlock-4
[
3× 3 512
3× 3 512

]
× 2

[
3× 3 512
3× 3 512

]
× 3

1× 1 512
3× 3 512
1× 1 2048

× 3

Conv2D 1× K, Stride 1
Fully Connected Layer 512× 512 (Input × output)
Fully Connected Layer 512× 1500 (Input × output)

Self-attentive Pooling Layer 1500× 3000 (Input × output)
Fully Connected Layer 3000× 512 (Input × output)
Fully Connected Layer 512× 512 (Input × output)

ArcSoftmax 512× N (Input × output)

Table 2: Detailed specifications of the FTDNN-based system.

Num Layer Context
Factor 1

Context
Factor 2

Skip Conn.
from Layer

1 TDNN t-2:t+2
2 FTDNN t-2,t t,t+2
3 FTDNN t t
4 FTDNN t-3,t t,t+3
5 FTDNN t t 3
6 FTDNN t-3,t t,t+3
7 FTDNN t-3,t t,t+3 2,4
8 FTDNN t-3,t t,t+3 4,6,8
9 FTDNN t t

10 None/Lstm t t
11 Dense t t
12 Pooling Full Seq.
13 Dense [0, T]
14 Dense [0, T]
15 Softmax [0, T]

3.1. DNN-based systems

All of our systems are deep speaker embeddings-based, which
accept variable-length segments and produce an utterance-level
score. The ETDNN, ResNet, Transformer, and FTDNN based
systems are developed, and the main differences of these sys-
tems are in the encoders prior to the pooling layers.

3.1.1. ETDNN-based systems

We use a bigger network with more neurons in extended-TDNN
layers. The detailed description of the network is summarized
in [16]. The first 10 layers of the x-vector system operate on the
frame level, with a small temporal context window centered at
the current frame t, followed by a statistic pooling layer. Then
the segment-level statistics are concatenated and passed through

the segment-level layers.

3.1.2. ResNet-based systems

Table 1 summarizes the adopted ResNet-based network archi-
tecture. Similar to the ETDNN based system, the ResNet-based
system differences among ResNet-18/ResNet-34/ResNet-50 are
in the depth and structure of the residual layer. Unlike the orig-
inal ResNet-based architecture, we process the feature from the
residual layer 4 via a convolution layer and two fully-connected
layers to prevent reducing the time resolution. The ArcSoftmax
loss [34] was utilized to further increase the distance between
the speakers while retaining a small intra-speaker distance. Be-
sides the ResNet-based network shown in Table 1, we also test
the structure of Thin-ResNet-34 with the GVLAD pooling layer
proposed in [35].

3.1.3. Transformer-based systems

The Transformer-based system is a combination of ResNet-
Block layer and identical layer, followed by a statistic pooling
layer. The identical layer is composed of a multi-head self-
attention layer and a position-wise fully-connected layer.

3.1.4. FTDNN-based systems

Unlike the traditional x-vector architecture, the traditional
TDNN layers are replaced by a factorized TDNN (FTDNN)
with a skip connection. The detailed description of the FTDNN
x-vector architecture is summarized in Table 2. Three kinds of
FTDNN models are compared in this task.

• FTDNN-LSTM1: This system is shown in Table 2
with statistic pooling. The output size of each layer
is 512, and the inner size of the FTDNN layer is 128.
Two LSTM layers with 512-dim cell, 256-dim recurrent
and non-recurrent projection units, are added after the
FTDNN layer.
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Table 3: Detailed results of our systems, where “Cosine” refers to the Cosine similarity.

System PLDA Cosine PLDA (AS-norm) Cosine (AS-norm) Cosine+PLDA
minDCF/%EER minDCF/%EER minDCF/%EER minDCF/%EER minDCF/%EER

FFSVC Baseline [33] - - - - 0.5800 / 5.83
Res18-att-FBKP60 (no aug) 0.9047 / 9.28 0.8992 / 9.01 - - -
Res18-att-FBKP60 0.7654 / 5.17 0.5735 / 4.93 0.5732 / 4.97 0.4948 / 3.95 0.4575 / 3.56
Res34-att-FBKP60 0.7382 / 4.87 0.5251 / 4.07 0.5338 / 4.44 0.4664 / 3.44 0.4290 / 3.10
Res34-stat-FBKP60 0.7304 / 4.85 0.5049 / 4.01 0.5273 / 4.49 0.4487 / 3.42 0.4131 / 3.22
Res50-att-FBKP60 0.7336 / 5.38 0.6374 / 5.58 0.5851 / 5.03 0.5580 / 4.50 0.5027 / 4.03
ThinRes34-GVLAD-FBKP60 0.8055 / 6.66 0.6602 / 5.72 0.6906 / 6.19 0.6068 / 5.09 0.5570 / 4.71
Transformer-stat-FBKP60 0.7462 / 6.70 0.6150 / 5.99 0.6215 / 6.01 0.5511 / 5.02 0.5130 / 4.86
ETDNN-stat-FBKP60 0.7882 / 5.81 0.5572 / 5.13 0.6049 / 5.73 0.5550 / 4.77 0.4975 / 4.44
EFTDNN-att-FBKP60 0.7495 / 6.38 0.5800 / 5.07 0.6591 / 6.05 0.5061 / 4.20 0.4849 / 3.97
FTDNN-LSTM1-sta-FBKP60 0.8265 / 5.50 0.5721 / 5.07 0.5927 / 5.46 0.5442 / 4.56 0.4910 / 4.26
FTDNN-LSTM2-sta-FBKP60 0.7776 / 5.81 0.5572 / 5.13 0.5513 / 5.05 0.4895 / 3.75 0.4482 / 3.63
Res34-att-FBKP80 0.6755 / 4.74 0.5223 / 4.46 0.5357 / 4.50 0.4601 / 3.60 0.4293 / 3.18
ETDNN-stat-FBKP80 0.7993 / 5.82 0.5571 / 5.16 0.6102 / 5.01 0.5510 / 4.57 0.4988 / 4.49
ETDNN-stat-PLPP30 0.8214 / 6.25 0.6475 / 5.22 0.6449 / 6.11 0.5706 / 4.78 0.5394 / 4.56
Res34-att-FBKP60-WPEBF 0.7425 / 5.13 0.5706 / 4.89 0.5241 / 4.27 0.4419 / 3.32 0.4142 / 2.99
Res34-stat-FBKP60-WPEBF 0.7195 / 4.83 0.4791 / 3.95 0.5315 / 4.42 0.4349 / 3.32 0.4080 / 3.08
Fusion - - - - 0.3407 / 2.67

• FTDNN-LSTM2: This system has a similar structure
with the FTDNN-LSTM1 system, except that the output
size of each layer in the frame layer is 1024, and the inner
size of the FTDNN layer is 256.

• EFTDNN: The extended FTDNN introduced in [36] is a
combination of ETDNN and FTDNN structure. Angular
softmax loss is used in this system.

3.2. Adaptive score normalization

Score normalization is used to convert the network outputs from
different models to a unified range, such that the scores are cali-
brated and a more reliable threshold can be applied. In the adap-
tive score normalization, only top X closest files are selected as
the cohort to compute mean and variance for normalization.

4. Experimental Results
In this section, we report the results of the four deep speaker
embedding-based systems as well as their fusions on the de-
velopment data. Results are reported in terms of the primary
evaluation metric used by FFSVC, which are the minDCF with
Ptarget = 0.01 and EER. During testing, the scores of differ-
ent channels and their augmentations in the same microphone
array are equally weighted. The results shown in Table 3 are
processed by the Adaptive S-norm method.

The performance of the ETDNN system with different in-
put features is shown in Table 3. The system with FBKP60
features achieves slightly better performance compared to the
system with FBKP80 features, and achieves 0.0419 and 0.12%
absolute improvement on minDCF and EER, respectively, com-
pared to the system with PLPP30 features.

The performance of different models is shown in Table 3.
We evaluate the ResNet-based systems, ETDNN-based sys-
tems, the Transformer-based system, and FTDNN-based sys-
tems using the FBKP60 features. We have two major obser-
vations from the results. First, the ResNet-based systems out-
perform other systems. Second, FTDNN-LSTM based systems
outperform the ETDNN-based systems. The best performance

among the single systems is obtained using a combination of the
Res34-stat-FBKP60 system and the cosine similarity scoring
method, yielding a minDCF of 0.4487 and an EER of 3.42%.

Next, different data augmentation methods are compared.
Comparing to the system without any augmentation policies,
the combination of adding the augment data yield substantial
improvements. It is clear that using the WPEBF augmentation
policy could help to reduce the EER in all cases, and reduce the
minDCF using the Cosine similarity scoring back-end.

The scores on the right side of Table 3 are obtained using
the first-stage of the fusion method, which computes the PLDA
and cosine scores by applying a simple weighted average within
the same front-end training model. Comparing to the best per-
formances of Res18-att-FBKP60, Res34-att-FBKP60, Res34-
stat-FBKP60, Res50-att-FBKP60 and ThinRes34-GVLAD-
FBKP60 based system, fusion scores of these systems are im-
proved by up to 0.0373, 0.0374, 0.0356, 0.0553 and 0.0498 in
the absolute value on minDCF, respectively.

The results processed by first-stage are then fused using the
BOSARIS toolkit. To select the combination systems with the
best performance, the greedy fusion method is adopted in this
paper. The best performance of the fusion systems achieves a
minDCF of 0.3407 and EER of 2.67% on the development set.

5. Conclusions

This paper describes the development of the JD AI speaker ver-
ification system for task 2 of FFSVC 2020. Various augmenta-
tion methods are used to increase the diversity of the data, which
yields substantial improvements in terms of both minDCF and
EER. The ResNet-based, ETDNN-based, Transformer-based,
and TDNNF-based systems are investigated in this paper. By
jointly using a score normalization method over 9 different sys-
tems and a two-stage score fusion method to combine their out-
put scores, promising results are obtained with a minDCF of
0.3407 and an EER of 2.67% on the official development set.
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