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Abstract

Disfluencies and language problems in Alzheimer’s Disease

can be naturally modeled by fine-tuning Transformer-based

pre-trained language models such as BERT and ERNIE. Us-

ing this method, we achieved 89.6% accuracy on the test set

of the ADReSS (Alzheimer’s Dementia Recognition through

Spontaneous Speech) Challenge, a considerable improvement

over the baseline of 75.0%, established by the organizers of

the challenge. The best accuracy was obtained with ERNIE,

plus an encoding of pauses. Robustness is a challenge for large

models and small training sets. Ensemble over many runs of

BERT/ERNIE fine-tuning reduced variance and improved ac-

curacy. We found that um was used much less frequently in

Alzheimer’s speech, compared to uh. We discussed this inter-

esting finding from linguistic and cognitive perspectives.

Index Terms: Alzheimer’s disease, disfluency, BERT, ERNIE,

ensemble

1. Introduction

Alzheimer’s disease (AD) involves a progressive degeneration

of brain cells that is irreversible [1]. Therefore, early diagno-

sis and intervention is essential. One of the first signs of the

disease is deterioration in language and speech production [2].

Case studies of the writings of the British Novelist Iris Murdoch

indicated that lexical and syntactic changes occurred in the early

stage of her AD [3]. Similarly, a study of President Ronald Re-

gan’s non-scripted news conferences found decreases in unique

words and increases in conversational fillers and non-specific

nouns well before his diagnosis of AD [4].

It is desirable to use language and speech for AD detection

[5]. The ADReSS challenge of INTERSPEECH 2020 is “to

define a shared task through which different approaches to AD

detection, based on spontaneous speech, could be compared”

[6]. This paper describes our effort for the shared task.

1.1. Studies of speech and language in AD and AD detection

There is an extensive literature on the characteristics of lan-

guage and speech production in people with AD at various

stages of the disease. Summaries of the studies can be found

in [7, 8, 9]. Language impairment in AD is most evident in

lexical, semantic, and pragmatic aspects. For example, people

with AD often produce semantically ”empty” words (e.g., thing,

stuff ) [10], use fewer information-bearing nouns and especially

verbs [11], and their discourse appears to be disorganized [12].

Other aspects (syntax, phonology, and articulation) are believed

to be relatively well preserved until late stages of the disease

[13], though this conclusion is controversial [14, 15].

Many language problems cause disfluency in connected

speech. Disfluencies are also common in normal spontaneous

speech [16]. There are various types of disfluencies such as

repetitions, false starts, repairs, filled and unfilled pauses. The

phonetic consequence of speech disfluency has been well stud-

ied [17]. English has two common filled pauses, uh and um.

There is a debate in the literature as to whether uh and um are

intentionally produced by speakers [18, 19]. From sociolinguis-

tic point of view, women and younger people tend to use more

um vs. uh than men and older people [20, 21]. It has also been

reported that autistic children use um less frequently than nor-

mal children [22, 23], and that um occurs less frequently and is

shorter during lying compared to truth-telling [24]. It will be in-

teresting to examine whether the use of uh and um in AD speech

is different from normal speech. We did a preliminary investiga-

tion on this question, which is reported in Section 2. Although

disfluencies are a part of normal speech, there is a boundary be-

tween normal and abnormal disfluencies. The boundary resides

in a high dimensional space, determined by many interrelated

factors such as pauses, repetitions, linguistic errors, discourse

incoherence, etc. Classification of AD and normal speech re-

quires a model that can capture these factors.

There is a considerable literature on AD detection from

continuous speech [25, 26]. This literature considers a wide

variety of features and machine learning techniques. [27] used

370 acoustic and linguistic features to train logistic regression

models for classifying AD and normal speech. [28] found that

acoustic and linguistic features were about equally effective for

AD classification, but the combination of the two performed

better than either by itself. Neural network models such as

Convolutional Neural Networks and Long Short-Term Memory

(LSTM) have also been employed for the task [29, 30, 31], and

very promising results have been reported. However, it is diffi-

cult to compare these different approaches, because of the lack

of standardized training and test data sets. One objective of the

ADReSS challenge is to overcome this obstacle [6].

1.2. Pre-trained LMs and Self-attention

Modern pre-trained language models such as BERT [32] and

ERNIE [33] were trained on extremely large corpora. These

models appear to capture a wide range of linguistic facts includ-

ing lexical knowledge, phonology, syntax, semantics and prag-

matics. Recent literature is reporting considerable success on a

variety of benchmark tasks with BERT and BERT-like models.1

We expect that the language characteristics of AD can also be

captured by the pre-trained language models when fine-tuned to

the task of AD classification.

1https://gluebenchmark.com
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BERT and BERT-like models are based on the Transformer

architecture [34]. These models use self-attention to capture as-

sociations among words. Each attention head operates on the el-

ements in a sequence (e.g., words in the transcript for a subject),

and computes a new sequence of the weighed sum of (trans-

formed) input elements. There are various versions of BERT

and ERNIE. There is a base model with 12 layers and 12 at-

tention heads for each layer, as well as a larger model with 24

layers and 16 attention heads for each layer. Conceptually the

self-attention mechanism can naturally model many language

problems in AD mentioned in Section 1.1, including repetitions

of words and phrases, use of particular words (and classes of

words), as well as pauses. We proposed a method to encode

pauses in a word sequence to enable BERT-like models to take

advantage of disfluencies involving pauses, described in Sec-

tion 3.1.

Previous studies have found that when fine tuning BERT

for downstream tasks with a small data set, the model has a high

variance in performance. Even with the same hyperparameter

values, distinct random seeds can lead to substantially differ-

ent results. [35] conducted a large-scale study on this issue.

They fine-tuned BERT hundreds of times while varying only

the random seeds, and found that the best-found model signif-

icantly outperformed previous reported results using the same

model. In this situation, using just one final model for predic-

tion is risky given the variance in performance during training.

We propose an ensembling method to address this concern.

2. Data and analysis

2.1. Data

The data consists of speech recordings and transcripts of de-

scriptions of the Cookie Theft picture from the Boston Diag-

nostic Aphasia Exam [36]. Transcripts were annotated using

the CHAT coding system [37]. We only used word transcripts,

the morphological and syntactic annotations in the transcripts

were not used in our experiments.

The training set contains 108 speakers, and the test set con-

tains 48 speakers. In each data set, half of the speakers are

people with AD and half are non-AD (healthy control subjects).

Both data sets were provided by the challenge. The organiz-

ers also provided speech segments extracted from the record-

ings using a simple voice detection algorithm, but no transcripts

were available for the speech segments. We didn’t use these

speech segments. Our experiments were based on the entire

recordings and transcripts.

2.2. Processing transcripts and forced alignment

The transcripts in the data sets were annotated in the CHAT

format, which can be conveniently created and analyzed us-

ing CLAN [37]. For example: “the [x 3] bench [: stool].” In

this example, [x 3] indicates that the word ‘the’ was repeated

three times, [: stool] indicates that the preceding word, ”bench”

(which was actually produced), refers to stool. Details of the

transcription format can be found in [37].

For the purpose of forced alignment and fine tuning, we

converted the transcripts into words and tokens that represent

what were actually produced in speech. ‘w [x n]’ were replaced

by repetitions of w for n times, punctuation marks and various

comments annotated between ‘[]’ were removed. Symbols such

as (.), (..), (...), <, >, / and xxx were also removed.

The processed transcripts were forced aligned with speech

recordings using the Penn Phonetics Lab Forced Aligner [38].
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Figure 1: The word cloud on the left highlights words that are

more common among control subjects than AD; the word cloud

on the right highlights words that are more common among AD

than control.

Table 1: Subjects with AD say uh more often, and um less often.

uh um

Control (non-AD) 130 51

Dementia (AD) 183 20

The aligner used a special model ‘sp’ to identify between-word

pauses. After forced alignment, the speech segments that be-

long to the interviewer were excluded. The pauses at the begin-

ning and the end of the recordings were also excluded. Only the

subjects’ speech, including pauses in turn-taking between the

interviewer and the subject, were used.

2.3. Word frequency and uh/um

From the training data set, we calculated word frequencies for

the Control and AD groups respectively. Words that appear 10

or more times in both groups are shown in the word clouds

in Figure 1. The following words are at least two times more

frequent in AD than in Control: oh (4.33), =laughs (laughter,

3.18), down (2.66), well (2.42), some (2.2), what (2.16), fall

(2.15). And the words that are at least two times more fre-

quent in Control than in AD are: window (4.4), are (3.83), has

(3.0), reaching (2.8), her (2.62), um (2.55), sink (2.3), be (2.21),

standing (2.06).

Compared to controls, subjects with AD used relatively

more laughter and semantically “empty” words such as oh, well,

and some, and fewer present particles (-ing verbs). This is con-

sistent with the literature as discussed in Section 1.1. Table 1

shows an interesting difference for filled pauses. The subjects

with AD used more uh than the control subjects, but their use

of um was much less frequent.

2.4. Unfilled pauses

Durations of pauses were calculated from forced alignment.

Pauses under 50 ms were excluded, as well as pauses in the

interviewer’s speech. We binned the remaining pauses by dura-

tion as shown in Figure 2. Subjects with AD have more pauses

in every group, but the difference between subjects with AD and

non-AD is particularly noticeable for longer pauses.

3. BERT and ERNIE Fine-tuning

3.1. Input and Hyperparameters

Pre-trained BERT and ERNIE models were fine-turned for the

AD classification task. Each of the N = 108 training speak-

ers is considered a data point. The input to the model consists
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Figure 2: Subjects with AD have more pauses (in all duration

bins).

of a sequence of words from the processed transcript for every

speaker (as described in Section 2.2). The output is the class of

the speaker, 0 for Control and 1 for AD.

We also encoded pauses in the input word sequence. We

grouped pauses into three bins: short (under 0.5 sec); medium

(0.5-2 sec); and long (over 2 sec). The three bins of pauses

are coded using three punctuations “,”, “.”, and “. . . ”, respec-

tively. Because all punctuations were removed from the pro-

cessed transcripts, these inserted punctuations only represent

pauses. Two examples of the input text are given below:

1. S136 (AD): well your , sink is being run over , the . water

, the stool the kid’s standing on , is , falling and he’s

getting , cookies from a jar , the ... lady’s washing ...

dishes . the ... girl’s reaching for a cookie ... could ,

there , be . more , i don’t . think so .

2. S062 (non-AD): well there’s a kid , stealing cookies from

the cookie jar and his stool’s about to topple over his ,

his sister’s . asking for one the ... cookie jar is open

of course the cupboard’s open . the , mother’s drying

dishes the sink is overflowing . there are some , dishes

on the side board . window’s open i don’t ... know , what

else you want , there are curtains in the window i don’t

know if there’s any .

We used Bert-for-Sequence-Classification2 for fine tuning.

We tried both “bert-base-uncased” and “bert-large-uncased,”

and found slightly better performance with the larger model.

The following hyperparameters (slightly tuned) were chosen:

learning rate = 2e-5, batch size = 4, epochs = 8, max input length

of 256 (sufficient to cover most cases). The standard default to-

kenizer was used (with an instruction not to split “...”). Two

special tokens, [CLS] and [SEP], were added to the beginning

and the end of each input.

ERNIE fine-tuning started with the “ERNIE-large” pre-

trained model (24 layers with 16 attention heads per layer). We

used the default tokenizer, and the following hyperparameters:

learning rate = 2e-5, batch size = 8, epochs = 20 and max input

length of 256.

3.2. Ensemble Reduces Variance in LOO Accuracy

When conducting LOO (leave-one-out) cross-validation on the

training set, large differences in accuracy across runs were ob-

served, as illustrated in Figure 3. The black lines in Figure 3

were computed over 50 runs of BERT3p (top) and 50 runs of

ERNIE0p and 50 runs of ERNIE3p (bottom). 0p indicates that

no pause was encoded, and 3p indicates that three lengths of

2https://github.com/huggingface/transformers
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Figure 3: We computed 50 estimates of leave-one-out (LOO) ac-

curacy for BERT with pauses (top) and ERNIE with and without

pauses (bottom). There is a wide variance in both cases (black).

The proposed ensemble method (purple) improves the mean and

reduces variance. Pauses are useful. Solid lines (with pauses)

are better than dashed lines (without pauses).

pauses were encoded. Each run reports a leave-one-out (LOO)

accuracy. Everything was the same across runs except for ran-

dom seeds. Over the 50 runs, LOO accuracy ranged from 0.75

to 0.86 for BERT3p, from 0.78 to 0.87 for ERNIE3p, and from

0.77 to 0.85 for ERNIE0p. The large variance suggests perfor-

mance on unseen data is likely to be brittle. Such brittleness

is to be expected given the large size of the BERT and ERNIE

models and the small size of the training set (108 subjects).

To address this brittleness, we introduced the following en-

semble procedure. From the results of LOO cross validation,

we calculated the majority vote over 50 runs for each of the

N = 108 subjects, and used the majority vote to return a single

label for each subject. Tables 2-3 and Figure 3 show that this en-

semble procedure improves the mean and reduces the standard

deviation over estimates based on a single run.

To make sure that the ensemble estimates would generalize

to unseen data, we tested the method by selecting N = 5, N =

15, ..., runs from the 50 runs reported in Figure 3. The results

in the first row of Table 2 summarize 100 draws of N = 5 runs.

The second row is similar, except N = 15. All of the rows

in Table 2 have better means and less variance than the black

line in Figure 3. Table 3 is like Table 2, except the means are

even better with ERNIE than BERT. From Table 3 and Figure 3,

we can also see that results with pauses are better than results

without pauses.

4. Evaluation

Under the rules of the challenge, each team is allowed to sub-

mit results of five attempts for evaluation. Predictions on the

test set from the following five models were submitted for eval-

uation: BERT0p, BERT3p, BERT6p, ERNIE0p, and ERNIE3p.

To compare with three pauses, 6p represents six bins of pauses,

encoded as: “,” (under 0.5 sec), “.” (.5-1 sec); “..” (1-2 sec), “. .

.” (2-3 sec), “. . . .” (3-4 sec), “. . . . .” (over than 4 sec). The
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Table 2: Ensemble improves LOO (leave-one-out) estimates of

accuracy; better means with less variance.

BERT with Three Pauses

N mean ± sd min - max

5 0.837 ± 0.010 0.815 - 0.861

15 0.840 ± 0.011 0.815 - 0.861

25 0.839 ± 0.011 0.815 - 0.870

35 0.838 ± 0.010 0.824 - 0.861

45 0.839 ± 0.011 0.824 - 0.861

Table 3: Ensemble also improves LOO for ERNIE (with and

without pauses). LOO results are better with pauses than with-

out, and better with ERNIE than BERT.

ERNIE with Three Pauses ERNIE with No Pauses

N Mean ± Std Min - Max Mean ± Std Min - Max

5 0.845 ± 0.013 0.806 - 0.880 0.828 ± 0.016 0.796 - 0.870

15 0.851 ± 0.008 0.833 - 0.870 0.831 ± 0.012 0.796 - 0.861

25 0.853 ± 0.007 0.833 - 0.870 0.833 ± 0.010 0.815 - 0.861

35 0.854 ± 0.007 0.824 - 0.861 0.836 ± 0.009 0.815 - 0.852

45 0.854 ± 0.007 0.833 - 0.861 0.834 ± 0.008 0.815 - 0.861

dots are separated from each other, as different tokens.

Following the method proposed in Section 3.2, we made

35 runs of training for each of the five models, with 35 ran-

dom seeds. The classification of each sample in the test set was

based on the majority vote of 35 predictions. Table 4 lists the

evaluation scores received from the organizers.

The best accuracy was 89.6%, obtained with ERNIE and

three pauses. It is a nearly 15% increase from the baseline of

75.0% [6].

ERNIE outperformed BERT by 4% on input of both three

pauses and no pause. Encoding pauses improved the accuracy

for both BERT and ERNIE. There was no difference between

three pauses and six pauses in terms of improvement in accu-

racy.

5. Discussion

The group with AD used more uh but less um than the control

group. In speech production, disfluencies such as hesitations

and speech errors are correlated with cognitive functions such

cognitive load, arousal, and working memory [24, 39]. Hesi-

tations and disfluencies increase with increased cognitive load

and arousal as well as impaired working memory. This may ex-

plain why the group with AD used more uh, as a filled pause and

hesitation marker. More interestingly, they used less um than the

control group. This indicates that unlike uh, um is more than a

hesitation marker. Previous studies have also reported that chil-

dren with autism spectrum disorder produced um less frequently

than typically developed children [22, 23], and that um was used

less frequently during lying compared to truth-telling [24, 40].

All these results seem to suggest that um carries a lexical sta-

tus and is retrieved in speech production. One possibility is that

people with AD or autism have difficulty in retrieving the word

um whereas people who are lying try not to use this word. More

research is needed to test this hypothesis.

From our results, encoding pauses in the input was helpful

Table 4: Evaluation results: Best accuracy (acc) with ERNIE

and three pauses (3p). Pauses are helpful: three pauses (3p)

and six pauses (6p) have better accuracy than no pauses (0p).

Precision Recall F1 Acc

non-AD AD non-AD AD non-AD AD

Baseline[6] 0.670 0.600 0.500 0.750 0.570 0.670 0.625

BERT0p 0.742 0.941 0.958 0.667 0.836 0.781 0.813

BERT3p 0.793 0.947 0.958 0.750 0.868 0.837 0.854

BERT6p 0.793 0.947 0.958 0.750 0.868 0.837 0.854

ERNIE0p 0.793 0.947 0.958 0.750 0.868 0.837 0.854

ERNIE3p 0.852 0.952 0.958 0.833 0.902 0.889 0.896

for both BERT and ERINE fine-tuning for the task of AD clas-

sification. Pauses are ubiquitous in spoken language. They are

distributed differently in fluent, normally disfluent, and abnor-

mally disfluent speech. As we can see from Figure 2, the group

with AD used more pauses and especially more long pauses

than the control group. With pauses present in the text, the self-

attention mechanism in BERT and ERNIE may learn how the

pauses are correlated with other words, for example, whether

there is a long pause between the determiner the and the fol-

lowing noun, which occurs more frequently in AD speech. We

think this is part of the reason why encoding pauses improved

the accuracy. Both BERT and ERNIE were pre-trained on text

corpora, with no pause information. Our study suggests that it

may be useful to pre-train a language model using speech tran-

scripts (either solely or combined with text corpora) that include

pause information.

6. Conclusions

Accuracy of 89.6% was achieved on the test set of the ADReSS

(Alzheimer’s Dementia Recognition through Spontaneous

Speech) Challenge, with ERNIE fine-tuning, plus an encoding

of pauses. There is a high variance in BERT and ERNIE fine-

tuning on a small training set. Our proposed ensemble method

improves the accuracy and reduces variance in model perfor-

mance. Pauses are useful in BERT and ERNIE fine-tuning for

AD classification. um was used much less frequently in AD,

suggesting that it may have a lexical status.
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