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Abstract

This paper studies a multilingual sequence-to-sequence text-
to-speech framework towards universal modeling, that is able
to synthesize speech for any speaker in any language using a
single model. This framework consists of a transformer-based
acoustic predictor and a WaveNet neural vocoder, with global
conditions from speaker and language networks. It is exam-
ined on a massive TTS data set with around 1250 hours of data
from 50 language locales, and the amount of data in different
locales is highly unbalanced. Although the multilingual model
exhibits the transfer learning ability to benefit the low-resource
languages, data imbalance still undermines the model perfor-
mance. A data balance training strategy is successfully applied
and effectively improves the voice quality of the low-resource
languages. Furthermore, this paper examines the modeling ca-
pacity of extending to new speakers and languages, as a key step
towards universal modeling. Experiments show 20 seconds of
data is feasible for a new speaker and 6 minutes for a new lan-
guage.

Index Terms: multilingual, speech synthesis, neural text-to-
speech, transfer learning

1. Introduction

The conventional text-to-speech (TTS) system employs differ-
ent models to generate voices in different languages. Since
these models are independent to each other, it is difficult to
leverage the resources of other speakers and transfer one voice
in a specific language to other languages. Moreover, when M
voices in N languages need to be built, M N different models
are required. Thus, it is costly to train, deploy and maintain
a huge number of independent models. In statistical paramet-
ric and unit selection speech synthesis, multilingual systems are
normally built with polyglot corpora. In addition, the data from
voice conversion and phone mapping cross languages can also
be used [1, 2]. Limited by the amount of the polyglot data, and
the quality of voice conversion and phone mapping, it is diffi-
cult to build a high-quality multilingual voice. It is even more
challenging to build a multilingual customized voice with lim-
ited amount of monolingual data.

In order to leverage the resources of other speakers and
transfer the knowledge from one language to others, a single
unified model is preferred [3]. In [4], a factorized multilingual
deep neural network (DNN) model has been proposed, where
speakers and languages are factorized by using language and
speaker-specific layers in the DNN. In order to achieve cross-
lingual synthesis, the training corpus is dominated by bi-lingual
data. This limits the application of this framework. Similar
framework based on long short-term memory (LSTM) recur-
rent neural network (RNN) has been studied in [S]. By using
a mean tower and language bias towers to represent different
languages, the model can be easily extended to a new language
without changing the model structure. However, these models
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still rely on the heavily human designed frame-level linguistic
features.

Recent years, end-to-end (E2E) models have been widely
used in speech synthesis [6, 7, 8, 9, 10, 11, 12], where the
models can be directly trained on text-speech pairs with min-
imal engineering efforts. Based on the encoder-decoder E2E
framework, various multilingual TTS approaches have been
proposed [13, 14, 15, 16, 17]. [13] investigates a multilingual
model based on Deep Voice 3 [18] for Indian languages, but
only mel cepstral distortion is used in evaluation. In [14], based
on Tacotron 2 [10], UTF-8 Byte sequence is used as the input of
the model, and a fixed speaker embedding for each speaker is
used. This system may be suboptimal for the character-based
languages, as different characters may share the same Bytes
but have totally different pronunciations. This might cause
problems especially when the amount of training data is lim-
ited. Previous work [15] extends a multi-speaker system [8] to
multilingual by using multiple language-depended speaker en-
coders. This makes the speaker and language information cou-
pled. Thus, it is difficult to control the accent in cross-lingual
synthesis. Moreover, the number of encoders grows with the
number of languages. This limits of flexibility of the system
when extending to new languages. [16] presents a multilin-
gual model based on Tacotron 2 with additional speaker and
language embeddings, and incorporates an autoencoding input
to stabilize training. Adversarial training is deployed to reduce
the speaker information of the text encoder outputs. [17] studies
a similar framework based on Tacotron 2, but the speaker em-
beddings are from a speaker verification system. However, all
these previous work only examined very limited number of lan-
guages, i.e. no more than four. Thus, these conclusions could
not be applied directly to universal TTS modeling.

Towards universal TTS modeling, this paper studies a mul-
tilingual TTS framework based on transformer [11], and exam-
ines the model on a large scale, with around 1250 hours of data
from 50 language locales. Normally, the amount of training
data in different languages is highly unbalanced, thus the low-
resource languages cannot be adequately trained in a massive
multilingual model. This paper proposes an effective training
strategy to balance the data from different language locales. By
using this strategy, the overall performance of the multilingual
model can be improved. In order to achieve universal model-
ing, any speaker in any language needs to be modeled, even
for the unseen speakers and languages. Thus, speaker and lan-
guage extensions are also studied. The shared model structure
enables extension to new speakers and languages and achieve
cross-lingual synthesis with very limited amount of data.

The paper is organized as follows. In section 2 the general
framework of the multilingual transformer TTS model is intro-
duced, and the possible issues towards universal modeling are
discussed. Experiments and corresponding evaluation results
are presented in section 3. Finally, conclusions and the future
work are discussed in section 4.
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Figure 1: The framework of the multilingual system.

2. Multilingual transformer TTS

In this section, the general framework of the multilingual trans-
former TTS is introduced. To achieve universal modeling, the
possible challenges and solutions are also discussed.

2.1. The general framework

The general framework of the multilingual transformer TTS
system is illustrated in Figure 1. It is comprised of three main
components: (1) The global conditions, i.e. the speaker and
language conditions, that represent the speaker and language
global characteristics; (2) The sequence-to-sequence synthe-
sizer, which predicts a mel-scale spectrogram from a sequence
of phone inputs, conditioned on the speaker and language net-
works; (3) The neural vocoder, that converts the predicted spec-
trogram into time domain waveforms.

The speaker and language conditions are used to control
the synthesizer to generate speech of different speakers and lan-
guages. The vectors from trainable networks are used as global
conditions in this work. The speaker and language conditions
can be viewed as to characterize the voice of the speaker, and the
global prosody of the language. In general, the speaker network
could be any network that can provide discriminative informa-
tion for speakers. For example, the network can be a pre-trained
model from a speaker verification system [19]. In this work, the
speaker network is a lookup table (LUT) followed by a map-
ping network that makes the generated features have the similar
dynamic range. The input to the speaker network is a one-hot
vector encoding the speaker identity. The language network has
the same structure as the speaker network, and the input one-hot
vector represents the language identity.

The sequence-to-sequence synthesizer is an encoder-
decoder architecture based on transformer [11], which predicts
a mel spectrogram directly from the input text. In this work,
the text is mapped to a sequence of phones as inputs to reduce
pronunciation errors. The input phones are represented by one
hot vectors followed by a LUT in the encoder. To avoid the en-
gineering efforts on clustering the phones with similar pronun-
ciations in different languages, the input phones are language-
dependent, i.e. they are not shared cross languages. Although
different languages use different phone sets, the phones with
similar pronunciations tend to be clustered together. This is il-
lustrated in Figure 2, where the phone embeddings of zh-CN,
en-US and en-GB' in the LUT are from a well-trained model.
The speaker and language network outputs are concatenated
with the encoder output and then passed to the attention lay-
ers. By using training data from different speakers and lan-
guages, the global characteristics of different speakers and lan-
guages can be represented by the speaker and language con-
ditions. In synthesis, by using different combinations of input
phones, speaker and language identities, cross-lingual synthesis
can be achieved for any speaker in the training set.

IThe abbreviation consists of the language code and the locale ID,
e.g. zh is Chinese, CN represents China.
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Figure 2: The t-SNE visualization of the phone embeddings.

The neural vocoder can be any vocoder that converts mel
spectrograms to waveforms, e.g. WaveNet [20], WaveRNN [21]
or LPCNet [22]. WaveNet is used in this paper.

2.2. Towards universal modeling

It is a challenging task to enable a single TTS model to synthe-
size any voice in any language. To achieve universal TTS, there
are many issues need to be addressed: the lexicon and phonetic
representation of massive number of languages, data imbalance
cross speakers and languages, and the limit of the model capac-
ity. In this work, the data imbalance issue is mainly discussed.
The lexicon and phonetic representation for different languages
are assumed to be ready.

A universal model not only saves training and maintenance
cost, but also helps model generalization. However, as the num-
ber of languages increases, data imbalance becomes a severe
problem in real applications. There might be hundreds of hours
of data for some languages, but only hours of data (or even less)
for low-resource languages. To overcome the data imbalance
issue, this work applies a data sampling strategy [23] to bal-
ance the data of different languages in training. This sampling
strategy controls the proportions of different languages feeding
into a batch. For language ¢, the number of utterances is as-
sumed to be N;. In a naive strategy of sampling from the whole
training set, the probability of the sample from language i is
ci = Ni/>>; Nj. To alleviate the data imbalance problem, a
scaling factor « is introduced to control the sampling probabil-
ities for different languages:

(€))
where o € [0,1]. When e = 0, a uniform distribution is used.
When a =1, the true data distribution is retrieved. There might
be many speakers in one language, and the amount of data could
be highly unbalanced among the speakers. Analogously, the
balance strategy can be applied to the speakers in each language.

To achieve universal TTS, any speaker and language need to
be modeled, even for the unseen speakers and languages. Thus,
model extension is a key step to approach universal modeling.
In our multilingual model, LUTs are used, and the followed net-
works are shared by all speakers, languages and phones. Thus,
the model can be easily extended to new speakers and languages
without changing the model structure. Moreover, the shared
structure helps transfer learning from other speakers and lan-
guages. For example, the shared encoder makes the phones with
similar pronunciations tend to have similar phone embeddings
in the LUT as illustrated in Figure 2. This clustering property
helps to learn the pronunciations in a new language from the ex-
isting ones. The modeling capacity of extending to new speak-
ers and languages will be examined in the experimental section.

In terms of the vocoder, as the input mel spectrogram con-
tains information about the speaker and language, a universal
WaveNet vocoder can be trained to generate waveforms for any
speaker and language. In this work, the universal vocoder is
trained with around 100 hours of data, which is a subset of the
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Figure 3: The data distribution over 50 language locales.

Table 1: The naturalness MOS in different languages.

Language en-US de-DE vi-VN te-IN
Data size 20h/150h 10h/30h 7h/7Th Sh/Sh
Rec. 451+£0.10 4.2240.13  4.23£0.15 4.4710.13
Single 4344+0.08 4.194+0.08 4.144+0.09 3.4040.13
Multi 4.30+0.08 4.07+0.08 3.83+0.10  3.5940.12
+LgB 4.03+0.09 4.084+0.08 4.03+0.09 3.89+0.11
+SpkB  4.19+0.08 4.03£0.09 3.90+0.09 3.73+£0.11

data to train the multilingual model. Once the universal vocoder
is trained, it can be applied to the spectrogram from any speaker
in any language without additional adaptation or fine-tuning.
Thus, this universal vocoder is used throughout our experiments
without further modification.

3. Experiments

The multilingual model is studied on a large scale. The training
corpus is comprised of around 1250 hours professional record-
ings from 50 language locales. In this work, the same language
from different locales is treated independently, i.e. different
phone sets and language identities are used. The amount of
training data is highly unbalanced for different locales, with
range from several hours to hundreds of hours. The data dis-
tribution over 50 language locales is illustrated in Figure 3.

In training, all audios are down-sampled to 16 kHz, and the
beginning and ending silences are trimmed to a fixed length, i.e.
30 ms. Except the neural vocoder (which is pre-trained), the
whole network is trained jointly on 4 Tesla V100 GPUs. The
Adam optimizer is used with initial learning rate 1073, and ex-
ponential decay after 100k steps. The minimum learning rate is
set to 10~°. In experiments, crowd-sourced subjective listening
tests are used to evaluate the quality of the synthesized speech.
The mean opinion score (MOS) is used to rate the naturalness
and similarity to the target speakers, with range from 1 to 5.

3.1. Data balance training strategies

It is a challenging task to train a massive multilingual model
with a large amount of unbalanced data. The trained model
may bias to the high-resource languages and yield poor perfor-
mance for the low-resource languages. To overcome this is-
sue, the data balance training strategy discussed in section 2.2
is implemented. In this section, two specifications of the data
balance strategy are studied. In training, the sampling probabil-
ities over 50 language locales are given by equation (1), and for
each locale, the sampling probabilities over the speakers from
this locale are also give by equation (1). This is referred to as
language-balanced training strategy, and it is denoted as “LgB”
in Table 1. When the scaling factors « are set to be 0, both the
languages and the speakers in each language are equally dis-
tributed. Another strategy is called speaker-balanced training
strategy, where the sampling probability of each language is set
to be proportional to the number of speakers in that language,
and the sampling probabilities of the speakers in each language
are given by equation (1). This training strategy is indicated
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Table 2: The naturalness MOS to the de-DE speaker.

Language en-US vi-VN te-IN

Rec. 4.55+£0.09*  4.50+0.11*  4.5940.14*

Multi 3.97+0.10 3.78+0.09 3.54+0.13
+LgB 3.86+0.09 3.79+0.07 3.79+0.11

Table 3: The similarity MOS to the de-DE speaker.

Language en-US vi-VN te-IN

Rec. 1.27+0.08*  1.12+0.07*  1.52+0.12*

Multi 2.93£0.19 2.69+0.17 2.70+£0.17
+LgB 2.98+0.19 2.50+0.18 2.47+0.16

by “SpkB” in Table 1. When the scaling factor is set to O, the
speakers in the whole training corpus are equally distributed.
To avoid too much impact on the high-resource languages and
speakers, in training all scaling factors are set to be 0.2.

The naturalness MOS results for intra-lingual synthesis are
tabulated in Table 1. In this table, the naive multilingual system
and the systems using language-balanced and speaker-balanced
training are compared in 4 languages, i.e. en-US (English), de-
DE (German), vi-VN (Vietnamese) and te-IN (Telugu). The
second row of the table gives the amount of data for the target
speakers and target languages. For comparison, the third and
fourth rows also give the scores of the recordings and single
speaker transformer TTS model. The single speaker model out-
performs the multilingual systems for the speakers with data no
less than 7 hours. This might be limited by the model capacity
of the multilingual model, where a single model needs to han-
dle a large number of speakers and languages. The multilingual
models outperform the single speaker model on low-resource
language te-IN, as transfer learning from other languages ben-
efits the low-resource languages. In terms of the multilingual
models, the model using language-balanced training has the
best overall performance, where the low-resource languages are
improved, and the performance degradation on high-resource
language en-US is as expected.

The cross-lingual synthesis experiments are conducted on
the de-DE speaker. The naturalness and similarity MOS to this
speaker are tabulated in Table 2 and Table 3 respectively. Only
the de-DE recordings of the target speaker are available, thus
the recordings from other speakers are used for comparison,
and the corresponding scores are marked with “+” in the ta-
bles. In cross-lingual synthesis, compared with the naive mul-
tilingual model, the model using language-balanced training
yields good overall performance, with improvements on low-
resource languages and reasonable regression on high-resource
language en-US. The experiments also show that, without us-
ing bilingual data, cross-lingual synthesis can be achieved with
naturalness MOS around 3.8. If the cross-lingual experiments
were carried on the vi-VN or te-IN speaker, more improvements
on low-resource languages can be observed. The cross-lingual
speaker similarity is evaluated in Table 3. In evaluation, the
de-DE recordings of the de-DE speaker are used as reference.
The synthesized cross-lingual speech of the de-DE speaker and
the recordings of other speakers are compared. As shown in
Table 3, the similarity scores of the synthesized speech range
from 2.5 to 3, and are much higher than the scores for other
speakers. However, the overall similarity scores are relatively
low. The possible reason is that different languages have differ-
ent pitch ranges and variations [24, 25, 26]. These differences
may hinder identification of a person in cross-lingual scenario.

In order to better understand the similarity score in cross-
lingual synthesis, the cross-lingual similarity MOS test is con-
ducted on a bilingual female speaker with fr-CA and en-CA
recordings. Only fr-CA data of this speaker are used in training.



Table 4: The MOS to the new zh-CN speaker:

Naturalness Similarity
Language zh-CN en-US zh-CN en-US
Rec. 3.78+0.13  3.37£0.20 4.32£0.12 3.77£0.12
20s 3.61+0.07 3.72£0.08 4.21%0.12  3.43£0.12
Im 3.62+£0.07 3.76£0.08  4.32+0.10  3.49+£0.11
Sm 3.6840.07 3.71£0.08 4.20+0.12  3.3540.12
10m 3.63£0.07 3.61£0.09 4.27+0.11 3.25+0.14

Table 5: The MOS to the new en-GB speaker.

Naturalness Similarity
Language en-GB zh-CN en-GB zh-CN
Rec. 4.56+0.11 - 4.4940.11 -
20s 4.08+£0.08 3.61+0.07 4.36£0.12 2.601+0.24
Im 4.16+0.09  3.574+0.08 4.4240.12 2.2640.23
Sm 4.2440.08 3.344+0.07 4.47+£0.12 2.3040.23
10m 4.2440.08 3.1940.08 4.3640.13  2.3640.23

In similarity evaluation, her fr-CA recordings are used as refer-
ence, her en-CA recordings and the synthesized en-CA (cross-
lingual) speech are compared. Because of the variations of the
pitch and intonation in different languages [26], the similarity
score of the recordings is 2.29, which is even less than the score
of the synthesized cross-lingual speech 2.97.

3.2. Extend to new speakers and languages

A massive multilingual model is trained with a large number
of speakers and languages, but the model still cannot cover all
speakers and languages. To approach universal TTS, the model
needs to be easily extended to new speakers and languages with
limited amount of data. In this subsection, the modeling ca-
pacity of extending to new speakers and languages is exam-
ined. The multilingual model using language-balanced training,
which gives good overall performance, is used in all extension
experiments. There are many ways to extend the multilingual
model to a new speaker. As discussed in section 2.1, a LUT
is used in the speaker network. Thus in speaker extension, we
can only update the LUT or the whole speaker network. In ad-
dition, we can also refine the whole multilingual model. Our
initial experiments show that refining the whole model gives
better speaker similarity. Thus, the whole model is updated in
the extension experiments with learning rate 107°.

When extending to a new speaker, if only the data of the
new speaker are used, the model might overfit to the target
speaker. To achieve better generalization and cross-lingual syn-
thesis, the data from the new speaker and existing speakers are
used in model refining. Normally, the amount of data for the
new speaker is very limited, whereas the data amount for other
speakers is very large. Then language-balanced training dis-
cussed in the previous subsection is used.

To study the extension capacity of the model for different
types of speakers, a non-professional zh-CN female speaker and
a professional en-GB male speaker are examined. Table 4 tabu-
lates the naturalness and similarity MOS to the zh-CN speaker.
This speaker is bilingual, but only her zh-CN recordings are
used in training. In intra-lingual synthesis, more training data
yields better model performance, but when the amount of data
exceeds 5 minutes, the model performance is degraded. This
might be limited by the data quality of this non-professional
speaker, e.g. some phones are not accurately pronounced. Thus
more data introduces more cumulative errors. It is worth not-
ing that in cross-lingual synthesis all the synthesized speech
have better naturalness than her en-US recordings, as the zh-
CN speaker’s English is accented. In terms of the intra-lingual
speaker similarity, all the models trained with different amounts
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Table 6: The naturalness MOS to the new id-ID speaker.

Single Multi.
Rec. 4.50+0.11
6m failed  3.63£0.11
1h failed  4.22+0.08
3h failed  4.19£0.09

Table 7: The naturalness MOS to the new ru-RU speaker.

Single Multi.
Rec. 4.57+0.13
6m failed 3.08+0.12
1h failed 4.14£0.09
3h 2.261+0.17  4.1440.09

of data can yield good similarity close to her zh-CN recordings.
In cross-lingual similarity evaluation, her zh-CN recordings are
used as references. The synthesized speech has a small gap to
her English recordings. Similar experiment is carried on the
en-GB male speaker, and the evaluation results are tabulated in
Table 5. In intra-lingual synthesis, generally more data yields
better naturalness, and all the models can achieve good speaker
similarity close to his recordings. However, in cross-lingual
synthesis, more data of the en-GB speaker degrades the model
performance. The reason is that the vocal characteristics of the
target speaker can be learned with very limited amount of data,
say 20 seconds, thus more intra-lingual data does not help cross-
lingual synthesis but introduces more data inconsistencies.

In language extension, two languages with different aver-
age utterance lengths are examined. These languages are id-ID
(Indonesian) and ru-RU (Russian), and the average length for
id-ID is longer. To reduce the impact of similar languages, a
multilingual model trained with 14 languages is used in lan-
guage extension. In experiments, only the data of the target
language are used to refine the multilingual model. The single
speaker transformer models trained from scratch are compared
with the refined multilingual models using different amounts of
data. The first experiment is carried on id-ID with around 3
hours of data. As shown in Table 6, the single speaker model
is failed to be trained, whereas 6 minutes of data is feasible
for multilingual model language extension. Generally, more
data yields better model performance. The 1-hour multilingual
model is much better than the 6-minute model. Another exper-
iment is conducted on ru-RU with around 3 hours of data, and
the naturalness scores are tabulated in Table 7. Similar conclu-
sions can be drawn, but the single speaker model can be trained
with 3 hours of data, as a shorter average utterance length facili-
tates model training. However, the 3-hour single speaker model
is much worse than the 6-minute multilingual model. In these
experiments, language extension can be achieved with very lim-
ited amount of data, given that the shared model structure helps
transfer learning from other languages as discussed in section 2.

4. Conclusions and the future work

This paper studies a massive multilingual framework towards
universal modeling. To address the data imbalance issue, an
effective data balance strategy has been examined. A massive
model still cannot cover all speakers and languages, thus exten-
sion to unseen speakers and languages is also studied. Trans-
fer learning from other speakers and languages helps model ex-
tension. Experiments show that 20 seconds of data is feasible
for a new speaker and 6 minutes for a new language. Future
work will study combination or joint training with a universal
front-end model in language extension, and scale the multilin-
gual framework to more non-TTS data.
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