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Abstract
In this paper we address the challenging problem of sign
language recognition (SLR) from videos, introducing an
end-to-end deep learning approach that relies on the fusion
of a number of spatio-temporal feature streams, as well as a
fully convolutional encoder-decoder for prediction. Specif-
ically, we examine the contribution of optical flow, human
skeletal features, as well as appearance features of handshapes
and mouthing, in conjunction with a temporal deformable
convolutional attention-based encoder-decoder for SLR. To
our knowledge, this is the first use in this task of a fully
convolutional multi-step attention-based encoder-decoder
employing temporal deformable convolutional block structures.
We conduct experiments on three sign language datasets and
compare our approach to existing state-of-the-art SLR methods,
demonstrating its superiority.

Index Terms: sign language recognition, OpenPose, optical
flow, temporal deformable convolutions

1. Introduction
Automatic recognition of sign language (SL) constitutes an im-
portant human-computer interaction (HCI) technology, allow-
ing communication for the speech and hearing impaired. Since
SL is a non-vocal form of communication, information is de-
livered visually, involving the simultaneous use of hand move-
ments in conjunction with facial expressions, hand shapes and
orientations that complement each other. Among SL variants,
recognition of fingerspelling [1–3], of isolated signs [4, 5], and
of continuous signing [6, 7] have attracted significant interest.

SLR remains a challenging problem due to the variability
in individual signing styles and gesture coarticulation. To ad-
dress it, there have been numerous schemes proposed, differ-
ing in image data feature acquisition and/or temporal modeling
(sequence learning). Concerning the former, most works have
focused on either sensor-based or vision-based approaches.
Specifically, some studies rely on input from hand gloves or
motion capturing systems, facilitating hand tracking and, by ex-
tension, sign capturing, however at the expense of HCI natural-
ness [7, 8]. In the meantime, recent advances in computer vi-
sion and deep learning have re-ignited interest in vision-based
methods for the extraction of spatio-temporal representations
from SL videos. The most dominant SLR works rely on hu-
man skeletal data [4, 9, 10] generated by OpenPose [11] or mo-
tion tracking through optical flow estimation [12], while oth-
ers explore their combination [4]. For image feature extraction,
the majority of methods adopt deep learning models, with the
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most established ones being 2D [2, 4] or 3D [6, 13] convolu-
tional neural networks (CNNs). To address sequence modeling,
various works have approached SLR as a classification problem
exploiting mainly recurrent neural networks (RNNs) and fully
connected layers [4,14] or connectionist temporal classification
(CTC) [1, 2, 15]. Recently, SLR has been treated as a linguistic
task resolved by automatic speech recognition approaches such
as hidden Markov models [16, 17] and sequence-to-sequence
models that adopt encoder-decoder modules relying mostly on
RNNs and incorporating attention mechanisms [1, 6].

Regarding SLR in videos as an image-to-text translation
task, here we introduce an end-to-end deep learning-based
recognition scheme relying on spatio-temporal feature fusion
and an attentional sequence learning model. Specifically, spa-
tial features are obtained through the OpenPose detector [11] for
skeletal data acquisition (body pose, hands, and face) that are
also employed for hand and mouth region segmentation. Addi-
tionally, motion informative images are generated through opti-
cal flow using SpyNet [18]. Handshapes, mouthing, and optical
flow feature representations are then obtained by the ResNet-
18 model [19]. Subsequently, the features are fused and fed
to an attention-based encoder-decoder module. To this end, in-
stead of employing a typical RNN-based encoder-decoder, we
introduce a novel fully convolutional encoder-decoder similar
in spirit with the model in [3]. The key difference between [3]
and our model is the substitution of standard convolutions with
temporal deformable convolutional block structures [20] in the
encoder-decoder. Note that the incorporation of temporal de-
formable convolutions (TDCs) to an encoder-decoder structure
is also investigated in [21] for video captioning. Nevertheless,
our model deviates from using a mean-pooling layer, capitaliz-
ing instead TDCs on both the encoder and decoder. In addition,
our model adopts a different attention mechanism relying on a
quadratic alignment function [3].

In summary, our work contributions are: (i) the develop-
ment of a system that deviates from the SLR state-of-the-art ap-
proaches in the fused visual streams, where apart from skeletal
data, we use both optical flow and feature representations of the
hands and mouth; (ii) the design of a novel fully convolutional
attention-based encoder-decoder architecture relying on TDCs;
and (iii) the development of an end-to-end recognition scheme
that can be evaluated on various SL forms (here, fingerspelling,
isolated SL, and continuous SL).

Specifically, we evaluate our introduced approach on three
SL corpora: (i) The Polytropon Greek SL (GSL) corpus [22],
achieving a significant word accuracy improvement of 6.2%
absolute, compared to prior approaches [23] that rely only
on handshape features and a convolutional attention-based
encoder-decoder; (ii) the ChicagoFSWild dataset [2], improv-
ing signer-independent letter accuracy by 4.9% absolute over
the best-performing previous frameworks that use an attention-
based RNN encoder and CTC loss, but without involving any
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Figure 1: Architecture of the introduced SLR model that generates natural language from SL videos through the fusion of spatio-
temporal features (left) and a sequence learning model employing multi-step attention-based temporal deformable convolutions (right).

hand detection technique; and (iii) the RWTH-PHOENIX-
Weather 2014T dataset [24], improving signer-dependent word
accuracy by 1.2% absolute over the best earlier reported results
obtained by a Transformer encoder-decoder [25].

2. Methodology
An overview of our system architecture is depicted in Fig. 1. As
it can be observed, it comprises: (i) a feature extraction mod-
ule that relies on human skeleton information (body, hand, and
face), optical flow, as well as handshapes and mouthing feature
representations, followed by their fusion; and (ii) a fully convo-
lutional multi-step attentional encoder-decoder based on TDCs
for the prediction task. All are detailed next.

2.1. Human Skeletal Features

In order to extract skeletal features, we employ the OpenPose
framework [11], which is a human joint detector based on deep
convolutional pose models. OpenPose provides a detailed rep-
resentation of the human body, extracting in total 137 joint co-
ordinates of the body pose, hands, and face. Specifically, it can
estimate 25 body-pose keypoints, 21 keypoints of each hand, as
well as 70 face keypoints, extracted as image coordinates (see
also Fig. 2(a)). Since in the majority of SL videos only the upper
body participates in signing, here we focus on 57 keypoints, dis-
carding 10 body joints that correspond to invisible lower body
parts of the signer, as well as all face keypoints. In addition,
to obtain translation and scale invariance, we normalize all ex-
tracted human skeletal joints by converting the image to a lo-
cal coordinate system with the neck keypoint being its origin,
and further normalizing them based on the distance between the
left and right shoulder keypoints. This yields 114-dimensional
(dim) features, 30 of which correspond to the coordinates of the

(a) (b) (c)
Figure 2: (a) Input image with super-imposed keypoints gener-
ated by OpenPose [11]; (b) input image marked with rectangu-
lar boxes enclosing the handshapes and the mouth region de-
rived based on the human skeleton; and (c) optical flow image
generated by SpyNet [18].

15 kept body skeleton joints, and the remaining 84 to the hands
(21 joints for each hand).

2.2. Handshape and Mouthing Features

The most dominant SL information involves the signer hands
(shape, orientation, and trajectory) and in a lesser degree any lip
motion. For this purpose, we segment the two hands and mouth
regions-of-interest (ROIs), based on the corresponding skeletal
coordinates obtained by OpenPose (see Fig. 2(b)). This yields
three ROIs, each of which is subsequently fed to a multi-layer
2D-CNN image feature learner. Specifically, a ResNet-18 net-
work [19] is used for this purpose, pretrained on the ImageNet
database [26]. Feature maps are generated by taking the output
of the fully connected layer, yielding 512-dim features for each
ROI. The network uses 3×3 convolutional kernels with stride
2. In all cases, input images are resized to the fixed size of the
ResNet-18 network input layer (224×224 pixels).

2.3. Optical Flow Features

Another critical aspect in SLR is motion information, typically
extracted as optical flow. To acquire it, the well-known SpyNet
[18] model is employed, which combines classical optical flow
algorithms with deep learning techniques. Once the optical flow
is estimated, optical flow images are generated by colorizing
velocity vectors according to their magnitude and orientation
between adjacent frames (see also Fig. 2(c)). Such images, after
resizing, are fed to a ResNet-18 feature learner, similarly to the
hand and mouth ROIs, yielding 512-dim features.

2.4. Feature Fusion

The resulting feature streams are concatenated, generating a
2,162-dim feature vector (2×512 for the two hand ROIs, 512
for the mouth ROI, 512 for the optical flow image, and 114
for skeletal features), which is subsequently fed to the encoder-
decoder module for prediction. Note that in the case of a miss-
ing stream, the corresponding features are set to zeros.

2.5. Attention-based Temporal Deformable Convolutional
Encoder-Decoder

The concatenated feature vectors are subsequently fed to a
multi-layer convolutional encoder-decoder complemented with
attention (see Fig. 1) relying on TDCs [20]. Specifically, we ex-
ploit a fully convolutional attention-based architecture [3], but
instead of using standard convolutional block structures to gen-
erate latent state representations we perform TDCs [21]. In the
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Table 1: Word accuracy (%) comparison of the proposed on all three datasets for SD SLR using various feature stream combinations.

Features Datasets
Optical flow Handshapes Mouth Hand-skeleton Body-skeleton PGSL ChicagoFSWild RWTH-PT(512-dim) (1024-dim) (512-dim) (84-dim) (30-dim)

X 89.03 87.12 70.38
X X 90.22 88.21 70.64
X X X X 93.31 91.20 74.62
X X X 92.10 91.89 73.36
X X 91.74 90.95 71.83

X 91.56 88.35 72.24
X X X 93.55 89.41 74.35

X X 85.68 84.69 69.41
X X X X 94.96 91.89 74.24
X X X X X 95.31 92.63 76.30

typical form of the proposed model, the l-th encoder layer reads
in latent-representation sequential data and outputs a sequence
of hidden states hl, while the l-th decoder layer generates d l

hidden states and maps the latter to the desired output. Ad-
ditionally, each layer is composed of a one-dimensional TDC
sequence complemented with gated linear units (GLUs) [27].
Specifically, a GLU operates as a gating tool over the TDC
output H = [AB] ∈ R2D using u(H) = A ⊗ σ(B), where
u ∈ RD expresses which of A inputs associate with the current
target element, and ⊗ denotes point-wise multiplication.

As already mentioned, both encoder and decoder employ
TDC block structures to generate the latent state representations
hl and dl. As with the deformable spatial convolutions [28], the
idea behind TDC blocks is that the temporal samplings spec-
ified by the convolutional kernel k are augmented with auxil-
iary temporal offsets learned end-to-end along with the other
network parameters. Specifically, the TDC is performed in two
phases: (i) the temporal offsets computation through processing
the sampled input features by an one-dimensional convolution,
and (ii) the output features aggregation exploiting the temporal
offsets via an additional one-dimensional convolution, as also
schematically depicted in Fig. 3. For simplicity, we assume that
F = (hl−1

i−(k−1)/2, ..., h
l−1
i , ..., hl−1

i+(k−1)/2) is a subsequence
of input sequence hl−1 equal in length with odd kernel size k.
Thus, a set of temporal offsets {∆fn

i }kn=1 ∈ Rk is generated
by applying a one-dimensional convolution to the concatenated
k elements of F , resulting in an offset field with the same size
as the input sequence F . Subsequently, the output of the TDC
block is produced by augmenting samples with temporal off-
sets (hl−1

i−(k−1)/2+∆f1
i
, ..., hl−1

i+∆f
k/2
i

, ..., hl−1

i+(k−1)/2+∆fk
i

) via

bilinear temporal interpolation and by feeding them to an addi-
tional one-dimensional convolution.

Once a one-layer encoder with kernel width k generates
hidden states hl

j relating to k inputs, stacking multiple layers
on top of each other results in states that are related to more

Figure 3: An illustration of TDC (figure modified from [21]).

inputs than previously. Meanwhile, the feed-forward convolu-
tional structure in the encoder enables the parallelization within
the input sequential data providing fast computation. In addi-
tion, our model is equipped with a multi-step attention mecha-
nism [29,30] relying on a quadratic attentional scoring function
introduced in [3]. To enable deeper convolutional networks,
residual functions concerning each TDC input and layer output
are appended [19].

3. Experimental Evaluation
3.1. Datasets and Experimental Framework

We conduct experiments on the following three databases:
Polytropon GSL corpus (PGSL): This dataset [22] contains
three repetitions of 3,600 sentences performed by a single
signer. Corpus annotations are based on the ELAN video anno-
tation tool [31,32] and are provided at both the signed sentence
and signed word levels. The corpus signed vocabulary consists
of 2,664 words, and here we use 103 unique words that appear
between 30 to 110 times. These yield 5,414 isolated word video
clips segmented based on the annotation time-stamps. Experi-
ments are conducted using the setup of [23].
Chicago Fingerspelling in the Wild (ChicagoFSWild): This
dataset [2] contains clips of fingerspelling sequences collected
from online videos and annotated through ELAN. It consists
of 7,304 fingerspelling clips performed by 160 signers with a
vocabulary of 3,553 unique fingerspelled words. For the signer-
dependent (SD) case, we use 103 unique fingerspelled words
performed by 143 signers appearing between 10 to 130 times
yielding 3,076 videos based on ELAN annotation time-stamps.
SD evaluation is conducted using ten-fold cross-validation. On
the other hand, for the signer-independent (SI) setting we use
the dataset existing partitions (5452, 984, and 867 videos for
training, validation, and testing, respectively).
RWTH-PHOENIX-Weather 2014T (RWTH-PT): This
dataset [24] is an extension of the corpus in [33], extracted
from the German TV station PHOENIX news and weather
forecast, consisting of both sign-gloss annotations and spoken
language translations for SL videos. Here, we use only the
gloss level annotations for the SLR task. The dataset includes
8,257 German SL videos from 9 unique signers with gloss-level
annotations of a vocabulary of 1,066 unique signs. For SD
evaluation we utilize the existing split of the dataset, which
consists of 7096, 519, and 642 samples for training, validation,
and testing, respectively. For SI evaluation, we employ 9-fold
cross-validation.
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Table 2: Word accuracy (%) comparison of state-of-the-art encoder-decoder models on the three datasets under the SD and SI frame-
works. The number of model parameters are also shown (in millions).

Experimental Paradigm −→ SD SI
Model # Parameters (M) PGSL ChicagoFSWild RWTH-PT ChicagoFSWild RWTH-PT

ALSTM 0.699 91.83 90.63 72.12 56.25 44.86
AGRU 0.815 91.42 90.04 71.81 59.32 44.15
ACNN 1.373 92.59 91.12 73.98 60.94 46.99

Transformer 7.819 89.37 88.55 70.87 54.40 42.32
CNN + GRU 1.028 90.83 91.84 73.45 60.88 47.55

TDCNN + GRU 2.013 91.95 92.34 74.63 61.97 48.18
Proposed 3.145 95.31 92.63 76.30 62.50 50.90

3.2. Evaluated System Details

We compare our approach to a number of alternative encoder-
decoder (enc-dec) sequence models:
Attentional LSTM enc-dec (ALSTM): The feature vectors are
fed to a one-layer LSTM [34] encoder-decoder with hidden di-
mensionality equal to 128. Training is conducted with an initial
learning rate of 0.001 decreased by a factor of 0.3.
Attentional GRU enc-dec (AGRU): The model comprises of a
2-layer attention-based GRU encoder-decoder with 128 hidden
units. During training an initial learning rate of 0.003 decreased
by a factor of 0.3 is employed.
Attentional CNN enc-dec (ACNN) [3]: The model constitutes
a 2-layer multi-step attention-based CNN encoder-decoder with
kernel width 5 and 128 hidden units. An initial learning rate of
0.001 decreased by a factor of 3.0 is used.
Transformer enc-dec (Transformer): Here, a 6-layer trans-
former with 8 heads for self-attention and 2048-dimension hid-
den transformer feed-forward is employed. An initial learning
rate of 0.3 decreased by a factor of 0.3 is employed and param-
eter initialization is carried out using Xavier [35].
CNN enc & attention-based GRU dec (CNN+GRU): The
model comprises of an attention-based 3-layer convolutional
encoder with kernel width 5 and a one-layer GRU decoder. The
size of hidden states is fixed at 128 and an initial learning rate
of 0.001 reduced by 0.3 is used.
TDCNN enc & attention-based GRU dec (TDCNN + GRU):
Feature vectors are fed to a 3-layer temporal deformable con-
volutional encoder with kernel width 5 and a 2-layer GRU de-
coder. An initial learning rate of 0.001 decreased by a factor of
0.3 and 128 hidden units are employed.
Attention-based TDCNN enc-decoder (Proposed): The
model comprises of a 3-layer TDCNN block structure with ker-
nel width 5 and 128 hidden units. An initial learning rate of
0.001 decreased by a factor of 0.1 is used.

All models are trained employing the Adam optimizer [36]
with a dropout rate of 0.3. To achieve a better matching of a

Table 3: Comparative evaluation of various model variations in
word accuracy (%) for the SD case, with L being the number of
layers, KW the kernel widths, and BW the beam widths.

Model details Datasets
L KW BW PGSL ChicagoFSWild RWTH-PT

1 3 2 90.77 89.22 65.49
2 3 3 93.84 91.92 68.77
3 3 3 94.61 91.89 71.56
1 5 2 92.53 90.25 68.04
2 5 2 94.87 92.07 71.23
3 5 4 95.22 92.10 72.12
3 5 2 95.31 92.63 76.30

target element, the beam search strategy [37] with beam width
of 2 in decoding is applied. Finally, the mini-batch size is fixed
to 128. All models are implemented in PyTorch [38] and the
training is carried out using GPU acceleration.

3.3. Results

First, in Table 1, we evaluate the combination of different visual
stream feature representations in conjunction with our proposed
SLR model. All results are reported in word accuracy (%) for
the SD case. It can be observed that the fusion of all feature
streams yields the best results. Further, the optical flow seems
to constitute a more powerful representation than the skeletal
features, while using just the latter yield the lowest accuracy.

Next, Table 2 compares the proposed SLR model against
state-of-the-art models on all datasets under both SD and SI ex-
perimental paradigms. It should be noted that only the multi-
signer datasets are considered for the SI case. It can be ob-
served that the proposed model turns out superior to the consid-
ered alternatives in terms of word accuracy, revealing the power
of exploiting long-range contextual relations using TDCs on
the encoder-decoder structure that can boost the performance
of the prediction task. It can be readily seen that the results
for all models in the SI case are much lower than those in the
SD case. This is primarily due to the video quality of both
datasets, which is rather low compared to studio data, as well
as signing variability among subjects. We also evaluated the
performance of the proposed model in terms of letter accuracy
(%) on the ChicagoFSWild dataset, improving over the best re-
ported results of [2] from 45.1% to 50.0% under the SI exper-
imental paradigm. Note also, that compared to previous ap-
proaches [23, 25], our model yields word accuracy improve-
ments from 75.12% to 76.30% on the RWTH-PT dataset in the
SD case and from 89.10% to 95.31% on the PGSL corpus.

Finally, Table 3 reports word accuracy results of a number
of model variations regarding the number of layers, the kernel
widths, and the beam width used during decoding, showcasing
that deeper architectures benefit model performance.

4. Conclusions
In this paper we proposed an end-to-end model for effective
sign-based language recognition, relying on spatio-temporal
feature extraction and fusion followed by a fully convolu-
tional attention-based encoder-decoder that exploits temporal
deformable convolutions. We highlighted how the incorpo-
ration of multiple representation streams and temporal de-
formable convolutions improves feature learning performance.
The performance evaluation on SLR state-of-the-art databases
for sign-based communication under both SD and SI settings
demonstrated that the proposed model outperforms other se-
quence learning architectures.
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