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Abstract
Human-computer interactions can be very effective, especially
if computers can automatically recognize the emotional state of
the user. A key barrier for effective speech emotion recogni-
tion systems is the lack of large corpora annotated with emo-
tional labels that reflect the temporal complexity of expressive
behaviors, especially during multiparty interactions. This pa-
per introduces the MSP-Conversation corpus, which contains
interactions annotated with time-continuous emotional traces
for arousal (calm to active), valence (negative to positive), and
dominance (weak to strong). Time-continuous annotations offer
the flexibility to explore emotional displays at different tempo-
ral resolutions while leveraging contextual information. This
is an ongoing effort, where the corpus currently contains more
than 15 hours of speech annotated by at least five annotators.
The data is sourced from the MSP-Podcast corpus, which con-
tains speech data from online audio-sharing websites anno-
tated with sentence-level emotional scores. This data collec-
tion scheme is an easy, affordable, and scalable approach to ob-
tain natural data with diverse emotional content from multiple
speakers. This study describes the key features of the corpus. It
also compares the time-continuous evaluations from the MSP-
Conversation corpus with the sentence-level annotations of the
MSP-Podcast corpus for the speech segments that overlap be-
tween the two corpora.
Index Terms: Speech emotion recognition, human-computer
interaction, time-continuous emotional attributes

1. Introduction
Human-computer interaction (HCI) is becoming increasingly
ubiquitous in our lives. An open challenge to improve HCI sys-
tems is to develop robust technologies to recognize the emo-
tional state of a user, which can facilitate building HCI systems
that are seamless, engaging and effective. An appealing modal-
ity is speech, given the increased presence of speech-based in-
terfaces. Therefore, studies have explored different formula-
tions to improve speech emotion recognition (SER) systems [1].
For these models to be effective, we need a large amount of
naturalistic data annotated with accurate emotional annotations
that can describe the complex temporal externalization of ex-
pressive behaviors during multiple party interactions.

This paper introduces the MSP-Conversation corpus, which
uses naturalistic recordings obtained from online podcasts, con-
veying a broad range of topics. A key feature of the corpus is
that the recordings overlap with the recordings included in the
MSP-Podcast database [2], which contains sentence-level an-
notations of short segments retrieved from podcasts. The MSP-
Podcast corpus is not appropriate to study contextual informa-
tion, as the isolated turns are separately evaluated, missing the
temporal relationship between consecutive speaking turns. The
MSP-Conversation corpus complements the MSP-Podcast, pro-
viding the perfect platform to explore temporal information.
The segments in the MSP-Conversation corpus include contin-
uous conversations within the podcasts with duration ranging

between 10 and 20 minutes from multiple speakers appearing
in multiple podcasts. The corpus has 74 conversation segments
from the podcasts (approximately 15h), but the plan is to in-
crease the number of conversational segments in the future.
The data is annotated in a time continuous manner with emo-
tional attributes to retain contextual information as well as the
dynamic information present in the conversation. The overlap
between both corpora provides the perfect resource to explore
the relationship between sentence-level annotations and time-
continuous annotations.

A key aspect of the MSP-Conversation corpus is the use of
time-continuous annotations. Many emotional speech databases
use sentence-level annotations, focusing on the emotions of
only one speaker. However, emotions are not experienced in
a vacuum. They are dynamic and affected by contextual in-
formation [3–5]. Time-continuous annotations are particularly
effective in capturing dynamic information [6, 7]. They capture
the instantaneous emotional perception of evaluators as they lis-
ten to a recording, creating emotional traces. These traces can
be arbitrarily segmented according to the scope of the analysis,
providing the resources to study emotions at various temporal
resolutions (e.g., phone, syllable, word, phrase, sentence). The
time-continuous annotations in the MSP-Conversation corpus
correspond to emotional attributes. Emotional behaviors in nat-
ural settings are complex [8–10], so it is difficult to find a finite
number of classes that can capture the differences between sub-
tle expressive behaviors. In contrast, using emotional attributes
provides appealing descriptors to better characterize emotional
events [11], as validated by several studies supporting the core
affect theory [12, 13]. The MSP-Conversation corpus is anno-
tated in terms of arousal (active versus calm), valence (positive
versus negative), and dominance (strong versus weak), which
are the most common attributes previously used.

The MSP-Conversation corpus also has the advantage of
containing natural speech that was not recorded for the pur-
pose of creating an emotional database. A substantial amount
of emotional speech databases are acted [14–16]. Gathering
data in that way has the advantage of substantial control. How-
ever, acted corpora tend to over emphasize the emotions result-
ing in easier problems that does not resemble real world scenar-
ios [17]. By sourcing its speech data from various audio-sharing
websites, the recordings of the MSP-Conversation corpus not
only allow for an immense amount of data, but also for a more
diverse database in terms of speakers and emotions.

This study presents preliminary analysis on the MSP-
Conversation corpus. It describes the distribution of the emo-
tional content of the corpus. This paper also presents the
inter-evaluator agreement. The average Cronbach’s alphas are
α = 0.50 for arousal, α = 0.54 for valence, and α = 0.41 for
dominance. The analysis shows that certain annotators are more
reliable than others, which is useful information for aggregat-
ing the traces across evaluators. Finally, we compare the time-
continuous evaluations of the MSP-Conversation corpus with
the sentence-level annotations of the MSP-Podcast corpus for
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Table 1: Overview of Existing Emotional Databases.

Database Type Duration Speakers

CreativeIT [15] Acted ≈8hrs 16
SEMAINE [20] Natural 15.83hrs 28
RECOLA [21] Natural 3.83hrs 46
SEWA [22] Natural >33hrs 398
MuSe-CaR [23] Natural 36.87hrs 90
MSP-Conversation Natural 15.15hrs 197

the speech segments belonging to both corpora. We transform
the time-continuous traces into sentence-level descriptors by ag-
gregating the trace values over the duration of the segments in
the MSP-Podcast corpus. If the evaluator’s reaction lag while
annotating the time-continuous labels is considered [18,19], we
observe correlations between ρ = 0.196 and ρ = 0.403.

2. Related Work
While there are several emotional databases with sentence-
level annotations, there are few speech corpora that has time-
continuous annotations. Table 1 summarizes the key features
of some of these databases. Most of these corpora include
naturalistic recordings, where time-continuous annotations are
most useful, since emotional traces can capture complex emo-
tional changes during an interaction. The SEMAINE database’s
Solid SAL approach [20] controlled the emotions of the ‘oper-
ator’ to elicit target emotions from the ‘user.’ The RECOLA
database [21] is another corpus, where participants were asked
to solve a problem by communicating through a video con-
ference. The participants were induced by showing neutral,
negative or positive stimuli before recordings. A more recent
corpus is the SEWA database [22], which takes a similar ap-
proach. The data consists of conversations between people,
who were emotionally induced by showing emotional media.
These databases are able to achieve some level of naturalness,
but their data collection involves direct or indirect intervention
of the researchers. Also, the emotional contents are often biased
to positive interactions given the colloquial interactions [2]. An-
other recent corpus is the The MuSe-CaR database [23], which
uses recording of car reviewers in the wild that are annotated
with time-continuous labels for arousal, valence, and trustwor-
thiness. The database includes natural recordings, and, although
the domain of the database is limited, it has a wide range of
emotional content. We argue that the research community needs
more resources to effectively understand the role of temporal in-
formation during natural interactions. The proposed approach
has the advantage that we can easily balance the emotional con-
tent and speaker demography by choosing the right podcasts.
The approach does not intentionally manipulate or induce the
speakers, resulting in a flexible and scalable approach to collect
emotional data

3. The MSP-Conversation Corpus
The motivation for collecting the MSP-Conversation corpus is
to address the key limitation of the MSP-Podcast corpus [2], a
speech emotional corpus that we are also collecting. The MSP-
Podcast corpus does not provide the infrastructure to study tem-
poral information in the externalization of emotions. First, the
content of the MSP-Podcast corpus is short sentences with dura-
tions less than 11 secs. The speech segments are not necessarily
consecutive speech turns in the recordings, since our retrieval
criterion is whether our SER models expect these segments to
convey emotion. Second, the perceptual evaluation is conducted
out-of-order, so full contextual information is not available to
the annotators. In contrast, the speech recordings and the per-

ceptual evaluations in the MSP-Conversation corpus are ideal to
study temporal information of emotion. The MSP-Conversation
corpus introduced in this paper is a perfect complement to the
MSP-Podcast corpus.

3.1. Protocol for Selecting Conversations
The audio for the MSP-Conversation corpus is sourced from the
same audio recordings used for the MSP-Podcast corpus [2].
We select continuous segments within the podcasts with du-
rations ranging between 10 and 20 minutes. These segments,
which we refer to as conversations, convey natural emotional
content, spanning a broad range of emotions from multiple
speakers engaged in natural, spontaneous interactions. Since
we have some idea of the emotional content of the dialogues
from the speaking turns already annotated on the MSP-Podcast
corpus, we select conversation segments that are balanced in
terms of gender and emotional content. We also want speaker
diversity in the corpus. A final criterion for selection is to have
conversations overlapping with segments belonging to the train,
test and development sets of the MSP-Podcast corpus, since
our aim is to align these partitions with the partitions of the
MSP-Conversation corpus. The current version of the MSP-
Conversation corpus includes 74 conversations with a total du-
ration of 15hrs, 9min (50.6% female, 49.4% male), but the goal
is to increase the size of the corpus in the future.

3.2. Annotations of Emotional Attributes
The MSP-Conversation corpus is annotated using the software
CARMA [24], which is designed for time-continuous annota-
tions. As the evaluators listen to the conversations, they use a
joystick to place the computer cursor in a graphical user in-
terface (GUI), according to their instantaneous emotional judg-
ment. The GUI is intended to evaluate one emotional attribute
at a time (i.e., one dimensional axis). The extreme values of
the interface are negative and positive for valence, calm and ac-
tive for arousal, and weak and strong for dominance. The cen-
tral position in the interface corresponds to the neutral values
of the attributes. Since each annotator focuses on one specific
dimension at a time, we expect more reliable traces. The in-
terface samples the position of the joystick at 60 fps, although
the sampling rate is not always uniform. The annotations create
emotional traces for each of the attributes.

Annotating long recordings with time-continuous evalua-
tions is an intensive cognitive task. To avoid fatigue, we split
the conversations into segments with durations between three
to seven minutes. Although the segments were presented at ran-
dom, annotators were asked to annotate the same attribute for a
cycle of 10 consecutive segments before switching to a differ-
ent emotional attribute. This process was implemented to avoid
cognitive mistakes associated with jumping too often from one
emotional attribute to another. The color of the interface was
also changed depending of the emotional attribute. The dura-
tion of the annotation sessions was 1hr long, with at least 30min
between sessions.

We have recruited eleven annotators, who were trained be-
fore starting the evaluations. First, participants were given an
explanation of each emotional attribute, where they could clar-
ify their questions. The attributes were explained, showing ex-
amples of their respective extremes. We explained the concept
of dominance in the context of the speaker confidence. Then,
we asked them to annotate nine dialogues from the SEMAINE
database [20]. Their preliminary ratings were compared to pre-
vious annotations. We discussed any inconsistencies between
their annotations and previous annotations. The training phase
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Figure 1: View of the ELAN software, displaying the annota-
tions of speaker diarization.

lasted until the annotations were consistent with previously col-
lected traces. After this training phase, they were allowed to
start rating the conversations. Our goal is to have at least six dif-
ferent annotators for each conversation and for each emotional
attribute. Currently, each conversation was been annotated by
at least five annotators. The averages number of annotators per
conversation are 6.06 for valence, 6.48 for arousal, and 5.80 for
dominance.

3.3. Post-Processing of the Time-Continuous Annotations
We post-process the time-continuous annotations before com-
bining them across annotators. The process aims to (1) smooth
the traces, and (2) fix the sampling rate of the traces (the sam-
pling rate provided by CARMA is not uniform, where the aver-
age value is approximately 59fps). We achieve these two goals
with a moving median filter with an analysis window of 500ms
centered at a given point. We shift the target point in jumps of
1/59 seconds, considering all the values of the traces within this
500ms interval. With the sampling rate consistent at 59fps, all
the available annotations are averaged across evaluators.

3.4. Annotation of Speaker Diarization
Each conversation was manually diarized, identifying the seg-
ments where each participant in the podcast was speaking. Fig-
ure 1 shows the annotations in ELAN [25]. Timing labels were
created for any speech or emotional sound a speaker made dur-
ing the conversation, including laughing and crying. Any music
or unrelated sound was also annotated. Speaker labels started at
any sentence, phrase, or emotional outburst done by a speaker,
and ended at the end of the speaker’s statements or emotional
outburst. We annotate one channel per speaker, so it is easy
to identify overlapped speech between speakers. The percent-
age of overlapped speech is around 4%, although the percent-
age can increase to as much as 10% depending of the type of
conversation. The annotations for speaker diarization also in-
clude a unique number for identification of the speakers. In to-
tal, the corpus has 197 unique speakers (87 female, 110 male).
Three of the conversations (4.1%) have one speaker, 32 conver-
sations (43.3%) have two speakers, 30 conversations (40.5%)
have three speakers, four conversations (5.4%) have four speak-
ers, and five conversations (6.8%) have five speakers.

3.5. The MSP-Podcast Corpus
As mentioned, the MSP-Conversation corpus sources all its
speech data from the same audio recordings used to collect the
MSP-Podcast corpus. The overlap between both corpora is a
key strength of our effort. For example, this setting provides
the resources to compare sentence-level annotations with time-
continuous traces. This section briefly summarizes the MSP-
Podcast corpus to better understand the analysis in Section 4.3.

The speech segments in the MSP-Podcast corpus [2] are

(a) Valence (b) Arousal (c) Dominance

Figure 2: Histograms of emotional attributes in the corpus. The
values correspond to average scores over five second windows.

extracted from recordings available from audio-sharing web-
sites. All the podcasts used for the corpus are available to the
public under Creative Commons licenses with the least restric-
tive conditions (CC-BY or CC-0), so the corpus can be shared
with other researchers. Since the selected podcasts contain un-
scripted conversations that cover a wide range of topics, the
corpus has natural, spontaneous interactions from a large num-
ber of speakers, expressing a diverse range of emotional behav-
iors. The podcasts are segmented into short sentences with du-
rations between 2.7s to 11s. We follow the approach proposed
by Mariooryad et al. [26], where we use machine learning mod-
els to identify speech segments with emotional content. These
are the segments that are annotated with emotional labels. No-
tice that these segments are not necessarily consecutive speech
turns. The annotation of the corpus is done at the sentence-
level (i.e., one label per segment), and in random order with-
out full contextual information. The emotional annotation is
conducted with a crowdsourcing protocol that tracks the qual-
ity of the workers in real time [27]. The corpus includes cat-
egorical and attribute-based labels. The attribute-based labels
are also valence, arousal and dominance captured with a seven-
point Likert scale. The MSP-Podcast corpus is an ongoing ef-
fort. The most current release is version 1.7, which consists of
62,140 speech turns (100hrs). We have annotated the speaker
identity of 51,202 sentences (1,163 speakers). The number of
speech segments in this version that overlap with the recordings
on the MSP-Conversation Corpus is 1,567 turns.

3.6. Partition of the MSP-Conversation Corpus
The partition of the conversation takes into account the parti-
tions of the MSP-Podcast corpus. The MSP-Podcast corpus is
divided into train, test and development sets, where the goal
is to minimize cases where speech recordings from the same
speaker are in more than one set. The MSP-Conversation cor-
pus is partitioned so that speakers in the two corpora share the
same partition (if a speaker is in the test set for the MSP-Podcast
corpus, it will also be in the test set for the MSP-Conversation
corpus). With this criterion, 46 conversations are in the train
set (62.2%), 17 conversations are in the test set (23.0%), and 11
conversation are in the development set (14.9%).

4. Analysis of the Corpus
4.1. Emotional Diversity
We evaluate the diversity of the emotional content of the corpus.
All the aggregated traces were split into five-second segments.
Then, we estimate the average value over time across the seg-
ments. Figure 2 shows the histograms of the dimensional at-
tributes. Notice that the values of the traces are in the range
between -100 and 100. The figure shows that extreme values
are uncommon. Most of the annotations are concentrated be-
tween -40 to 40 for valence, -20 to 50 for arousal, and -20 to
40 for dominance. Valence has a wider range compared to the
other two dimensions, and dominance has the smallest range.
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Table 2: Cronbach’s Alpha to assess inter-evaluator agreement.

Arousal Valence Dominance

All 0.50 0.54 0.41

Ann Incl Excl Incl Excl Incl Excl
1 0.50 0.51 0.54 0.53 0.41 0.43
2 0.50 0.46 0.50 0.52 0.39 0.35
3 0.51 0.51 0.47 0.51 0.40 0.37
4 0.58 0.53 0.63 0.57 0.58 0.42
5 0.50 0.45 0.54 0.44 0.41 0.32
6 0.50 0.46 0.54 0.49 0.41 0.37
7 0.50 0.43 0.56 0.51 0.44 0.40
8 0.50 0.41 0.56 0.45 0.44 0.34
9 0.56 0.52 0.57 0.50 0.62 0.54
10 0.56 0.50 0.58 0.52 0.48 0.40
11 0.58 0.50 0.62 0.59 0.54 0.46

Arousal and dominance scores are biased to positive scores (i.e.,
active and strong, respectively). In the future, we will look for
more conversations with low arousal and low dominance scores
to balance the corpus (e.g., conversations expressing fear).

4.2. Inter-Evaluator Agreement
This section compares the individual annotations of the MSP-
Conversation corpus. We use Cronbach’s Alpha [28] to esti-
mate inter-evaluator agreement, which gives a measure of con-
sistency. This metric considers that two raters agree not only if
their ratings are similar in value, but also if the ratings increase
or decrease at the same rates (i.e., similar trends). We calculate
the overall agreement for the emotional attributes and the evalu-
ators. For the attributes, we calculate the agreement for each of
the annotated segments, reporting the average scores per emo-
tional attribute. For an annotator, we compare the agreement
across traces by including and excluding his/her annotations.
The difference between these scores indicates how much his/her
annotations improve or worsen the general agreement.

Table 2 lists the agreement results, which shows that the
highest agreements are for valence, and the lowest agree-
ments are for dominance. While the agreement values are
not high, we would like to highlight that annotating emotion
is a complex process, especially with time-continuous annota-
tions. Therefore, inter-evaluator agreements reported in emo-
tional databases are often low [14, 17, 29, 30]. The tables also
show different agreements across the annotators, where evalua-
tors 4 through 12 consistently increase the agreements with their
traces. The agreement performance can be considered while
combining the traces, weighing unreliable workers less. Notice
that we have shown that there is value in extra annotations even
if they have less reliability [31].

4.3. Time-Continuous Versus Sentence-Level Annotations
The overlap between the MSP-Podcast and MSP-Conversation
corpora offers the opportunity to compare sentence-level an-
notations with time-continuous annotations. This analysis re-
lies on the 1,567 speech turns that overlap the two corpora
(Sec 3.5). To compare the annotations, the aggregated time-
continuous annotations are averaged in time during the duration
of the speaking turns of the MSP-Podcast annotations. Figure 3
illustrates this process for three speech segments, which results
in sentence-level scores from the traces. The analysis accounts
for the reaction lag of the annotator (i.e., time between the anno-
tator listens the audio, judges the emotional content, and moves
the joystick [18, 19]). We consider lags equal to 2.8, 3.0, 3.6,
4.08, 5.44, and 5.6 seconds. The lags that are non-integer corre-
spond to optimal delays found in previous studies for different
attributes [18, 32].

We estimate the Pearson correlation coefficient between the

Table 3: Average correlation of the sentence-level annotations
from the MSP-Podcast corpus and the labels derived from the
traces of the MSP-Conversation corpus.

Lag (s) Arousal Valence Dominance

0.00 0.312 0.280 0.222
2.80 0.373 0.378 0.273
3.00 0.368 0.378 0.271
3.60 0.348 0.403 0.260
4.08 0.324 0.403 0.244
5.44 0.266 0.399 0.200
5.60 0.259 0.398 0.196

Figure 3: Illustration of the process to derive sentence-level an-
notations from the traces. The figure also shows the sentence-
level annotations from the MSP-Podcasts for three segments.

sentence-level labels derived from the MSP-Conversation cor-
pus and the sentence-level labels from the MSP-Podcast cor-
pus. Table 3 shows the averages for each emotional attribute.
The table shows higher correlation for valence and arousal. The
correlations for dominance are consistently lower. Compensat-
ing for the reaction lag leads to higher correlations, where the
optimal reaction lag depends on the emotional attributes (4.08s
for valence, and 2.8s for arousal and dominance). The correla-
tion coefficients between time-continuous traces and sentence-
level labels never exceeded ρ = 0.403. While more analysis is
needed, these results suggest that lack of contextual information
may be the key difference, causing lower correlations.

5. Conclusions
This paper introduced the MSP-Conversation corpus, a speech
emotional database annotated with time-continuous traces for
the emotional attributes of arousal, valence and dominance. The
corpus complements the MSP-Podcast corpus, providing the
ideal resource to study temporal information in the external-
ization of emotions during multiparty interactions. By using
recordings available on audio-sharing websites, the corpus pro-
vides natural speech interactions, from multiple speakers and
with a broad range of emotions. The current version of the cor-
pus has 74 conversations, collected from 197 different speakers.
This is an ongoing effort, where our plan is to increase the size
of the corpus. We have already identified 52 new conversations
that we have started to annotate (28hrs 15min in total).

Our future research directions include the use of this cor-
pus to analyze the role of contextual information in the study of
emotion. The annotation of speaker diarization information is
critical to evaluate inter-dependencies between speakers [5]. We
want to share this corpus with the community. We have a Fed-
eral Demonstration Partnership (FDP) Data Transfer and Use
Agreement for academic institutions interested on this corpus.
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