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Abstract 
Many affective computing datasets are annotated using ordinal 
scales, as are many other forms of ground truth involving 
subjectivity, e.g. depression severity. When investigating these 
datasets, the speech processing community has chosen 
classification problems in some cases, and regression in others, 
while ordinal regression may also arguably be the correct 
approach for some. However, there is currently essentially no 
guidance on selecting a suitable machine learning and 
evaluation method. To investigate this problem, this paper 
proposes a neural network-based framework which can 
transition between different modelling methods with the help of 
a novel multi-term loss function. Experiments on synthetic 
datasets show that the proposed framework is empirically well-
behaved and able to correctly identify classification-like, 
ordinal regression-like and regression-like properties within 
multidimensional datasets. Application of the proposed 
framework to six real datasets widely used in affective 
computing and related fields suggests that more focus should 
be placed on ordinal regression instead of classifying or 
predicting, which are the common practices to date.  
Index Terms: Ordinal Regression, Affective Computing, Data 
Ordinality 

1. Introduction 
The type of algorithms adopted for a given problem (i.e. 
classification, regression, etc.) normally depends on the nature 
of the ground truth. Because of their subjectivity, the ground 
truth for psychological and physiological research into 
depression prediction, emotion recognition and cognitive load 
monitoring is often derived from annotations on ordinal scales. 
Despite the ground truth being ordinal, in speech processing 
literature, such datasets are treated either as a classification or a 
regression problem [1-5], or both [6], presumably due to the 
well-established classification/regression frameworks readily 
accessible to the community. Nevertheless, some of these 
problems should arguably be tackled using ordinal regression, 
which is a kind of compromise between classification and 
regression. However, there is no obvious guideline with which 
to make a decision on appropriate machine learning and 
evaluation method. 

This exploratory study aims to provide guidance on how to 
select the learning approach. Specifically, we propose a neural 
network-based framework that trades off between 
classification, ordinal regression and regression loss functions, 
with a particular focus on speech-based affective computing 
problems, which have been solved in multiple different ways to 
date. 

2. Relation to Prior Work 
The ground truth of a large number of psychological and 
physiological datasets are essentially ordinal. For example, 
depression scores such as Patient Health Questionnaire  (PHQ-
8) [7], Beck Depression Inventory (BDI-II) [8], adopted as 
ground truth in depression corpora, are determined using tools 
which consist of a Likert-scale questionnaire on symptoms of 
depression. Scores for sub-questions/symptoms are summed to 
produce the final depression score which implies a relative 
ordering and does not provide any numerical interpretation. 
Emotion dimensions (e.g. arousal, valence, dominance, etc) are 
usually annotated manually, on either a discrete [9, 10] or 
continuous basis [11]. Such annotation is highly sensitive to 
personal subjectivity, and hence it was argued in [12, 13] that 
emotion attributes should be considered ordinal rather than 
numerical. Similarly, the level of cognitive load is determined 
manually based on a subjective measure indicating the relative 
ordering of mental load [1, 14], and hence is ordinal. Despite 
the aforementioned ordinality in the ground truth labels, 
relatively less work has been done to investigate/exploit the 
ordinality in these areas. 

The naïve, but widely adopted, method to approaching a 
problem that has been defined on an ordinal scale is to assume 
that either classification or regression will suffice, depending 
perhaps on the number of classes. When fewer classes are 
involved, such as for depression severity (e.g. normal, mild, 
moderate, moderately-severe, severe), discrete emotion 
categories (e.g. anger, happiness, sadness, fear, surprise) or 
cognitive load levels (e.g. low, medium, high), classification is 
often employed [1-3], whereas when the scale size is large or 
continuous, regression models are often applied [4, 5]. In this 
approach, ordinal scales (discrete and ordered) are implicitly 
converted into nominal (discrete and unordered) or numerical 
(continuous and ordered) representations respectively. Such 
transformations, however, could lose important information 
(i.e. classification ignores ordering between classes) or impose 
unrealistic assumptions (i.e. regression assumes a metric 
interpretation on class labels) [15]. 

Ordinal regression is considered as intermediate between 
classification and regression because labels are discrete and 
ordered [16, 17]. Recently, a few studies have taken the 
initiative to investigate ordinal regression, which is the 
fundamentally correct approach for ordinal problems [15, 18]. 
An empirical comparison of the three machine learning 
approaches to understand the practical advantage of ordinal 
regression has been undertaken in [19, 20]. Most ordinal 
regression models, including the proportional-odds model 
(POM) [21] and RankSVM [19] are not capable of handling 
large, high-dimensional datasets and hence their usage is 
limited to statistical and medical research where the datasets are 
small, compared with affective computing. An exception is a 
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preference neural network herein referred to as PrefNet [22], 
which can overcome the aforementioned problem with online 
loss calculation. A few benefits of neural network approaches 
in general include not imposing any restrictions on input data, 
non-linear data processing, generalizability and fault tolerance, 
which have made it well-recognised in many machine learning 
applications including ordinal neural networks [22-26].  

From the speech processing literature, it is evident that 
psychological and physiological datasets are being solved using 
multiple machine learning methods. This raises the question of 
how we could know whether our data are truly ordinal? In other 
words, which learning approach would be most suitable for a 
given dataset? Considering its success in many affective 
computing fields [4, 5, 27], deep learning is a good fit to exploit 
the nature of ground truth. In this paper, we investigate the 
problem of choosing the learning approach by proposing a 
novel way to combine multiple loss functions, evaluated on 
both synthetic data and six real affective computing datasets.  

3. Proposed Framework 
The proposed framework (Fig. 1) for assessing the ordinality of 
data is a neural network system with a special hyper-parameter 
𝛾. The parameter 𝛾 provides information in an empirical setting 
on the most suitable analysis method for a given dataset, namely 
whether a given problem should be treated as classification, 
ordinal regression, regression or somewhere in between. This is 
because the learning process in the backend system is expected 
to be optimized when the loss function (controlled by 𝛾) best 
fits the data. 𝛾  is confined to 𝛾 ∈ [−1,+1] , progressively 
changing from classification (𝛾 = −1) to ordinal regression 
(𝛾 = 0)  and then to regression (𝛾 = +1) . Intermediate 𝛾 
values represent the combined states between classification- 
ordinal regression and ordinal regression-regression. 

The proposed loss function (1) is thus a linear combination 
of three loss functions that is apt for three learning methods 
-𝐿/01, 𝐿2342, 𝐿5267 . The contribution of each loss term is 
adjusted by three coefficients 𝛼,  𝛽, (1 − 𝛼)(1 − 𝛽) such that 
a maximum of two loss terms are considered in the total loss 
(𝐿:) calculation for any given 𝛾 value (Fig. 2).  

 𝐿: = 𝛼𝐿/01 + (1 − 𝛼)(1 − 𝛽)𝐿526 + 𝛽𝐿2342 
 

where 𝛼 = ;|𝛾|, 𝛾 < 0
0, 𝛾 ≥ 0 and 𝛽 = ;𝛾, 𝛾 > 0

0, 𝛾 ≤ 0 
(1) 

The classification (𝐿/01) and regression -𝐿23427 loss terms here 
are selected as binary cross entropy loss (2) and Mean Squared 
Error (MSE) loss (4) which are well-established in the machine 
learning literature. 

 𝐿/01 = −A A 𝑝CD𝑙𝑜𝑔(�̅�CD) + (1 − 𝑝CD)𝑙𝑜𝑔(1 − �̅�CD)
I

DJK

L
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 where �̅�CD =
(IMK)!OPQRS(KMOP)TRQ

(DMK)!(IMD)!
 (3) 

where 𝑁 is the number of data samples and 𝐾 is the maximum 
value in the ordinal scale. 𝑝CD is the target probability for 𝑘:X 
class and �̅�CD  is the output probability. In order to calculate 
output probabilities from a single-dimensional output 𝑝Y, it is 
assumed that the output probabilities follow a binomial 
distribution (3), as described in [28]. Prior to calculation of �̅�CD, 
the Sigmoid activation function is applied to the neural network 
output, s.t. 𝑠𝑖𝑔𝑚𝑜𝑖𝑑-ℎ(𝑥)7 = 𝑝Y ∈ [0,1] (Fig. 1). ℎ: 𝑥 → 𝑦 is 
the learning function of the neural network. ReLU is applied 
prior to calculation of 𝐿2342 calculation.  

 
𝐿2342 =A -𝑦C − ℎ(𝑥C)7

cL

CJK
 (4) 

The loss function in PrefNet, which is referred to as 
pairwise preference loss, is proposed as the ordinal loss term 
(𝐿526), and its expression is given by: 

 𝐿526 = A 𝑙dO
(d,O)

 

𝑙dO = 𝑚𝑎𝑥f0, 𝜃 + ℎ(𝑥d) − ℎ-𝑥O7h 
∀(𝑎, 𝑝)	𝑥d, 𝑥O ∈ 𝑋 × 𝑋 s.t. 𝑦O > 𝑦d 

(5) 

𝜃 is the margin and was set to 0.2 in the following experiments. 
Among the few differentiable ordinal loss functions, pairwise 
preference loss is apposite for the proposed system architecture 
and been previously shown to give good performance [15]. 

Combined loss functions are not uncommon in the neural 
network literature. For example, the neural network system 
presented in [29] used a combination of MSE loss and a ranking 
loss function based on cross-entropy in order to incorporate the 
notion of ranking into standard regression network. Similarly, 
logistic regression loss function along with pairwise hinge loss 
was applied to ordinal classification in [16]. Therefore, a linear 
combination of multiple loss functions could introduce different 
properties to the neural network system. However, to our 
knowledge, using a parameter to trade off individual loss 
functions has not been used as an indicator of dataset properties. 

4. An Investigation of Ordinal Data 
Structures using Synthetic Data 

To understand the behaviour of the proposed framework, we 
conducted experiments on synthetic data. Synthetic data 
permits modification of the structure of the data with known 
ground truth, and hence can provide a clear expected value for 
𝛾. In the machine learning literature, ordinal synthetic datasets 
have been generated broadly in two ways: (i) as ordered 
Gaussian clusters [30, 31] (ii) using linear or non-linear 
equations followed by thresholding to derive ordinal categories 
[32]. In this work, synthetic datasets were generated according 
to the former approach for visualisation purposes and because 
modifying it to generate classification-like and regression-like 
datasets is also much easier. More specifically, three aspects 
will be investigated: number of classes (Section 4.2), non-linear 
structure (Section 4.3), and intra-class spacing (Section 4.4). 

 
Figure 1: Proposed neural network architecture that 
can gradually move between classification, ordinal 
regression and regression. The loss layer is in blue. 

 
Figure 2: Variation of the three coefficients of the three loss 

terms with respect to 𝛾. 𝛼 and 𝛽 represent the coefficients for 
classification and regression loss terms respectively.  
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4.1. Experimental Settings 
For experiments on synthetic data we used a neural network 
consisting of two fully connected layers with layer sizes of 16, 
6 and a 1-dimensional output layer. The first two layers adopted 
the Leaky-ReLU activation function. The network was trained 
using backpropagation with the Adam optimiser. The optimum 
value of 𝛾 was selected empirically from among 𝛾 ∈ f0.2𝑖	|	𝑖 ∈
{−5,⋯ ,5}h  using Kendall’s rank correlation coefficient 
(Kendall’s 𝜏) [33]. Rank correlation measures are preferred for 
ordinal ground truth [34] as they focus on trend between ground 
truth and predictions as opposed to metric distance (e.g. RMSE) 
or ignoring ordering (e.g. classification accuracy). In each 
experiment, optimum 𝛾, i.e. 𝛾5O: , was selected based on the 
highest average of 5-fold cross validation Kendall’s 𝜏. Dataset 
generation is described for each experiment in turn, since the 
data generation method varies between experiments. 
4.2. Ordinality Variation with Number of Classes 
To begin, we investigated the optimal 𝛾 as a function of the 
number of classes (i.e. the size of the ground truth scale). We 
created a set of synthetic datasets with different number of 
classes, 𝑛 ∈ {3, 5, 10, 20, 50, 100} . Usually, ordinal datasets 
consist of 5-10 classes. However, depression scales are much 
larger in size: e.g. the PHQ-8 [7] scale has 25 levels, and the 
BDI-II [8] scale has 64. The synthetic dataset was generated as 
bivariate Gaussian clusters with equally spaced means and 0.5 
standard deviation, forming a straight line (Fig. 4). Each class 
comprised 30 data points. According to Fig. 4, when the scale 
size is between 5-50, 𝛾5O: is closer to 0, suggesting an ordinal 
structure to the data. On the contrary, when the number of 
classes is small (𝑛 = 3) 𝛾5O: is -0.8, implying that it is more of 
a classification task. Similarly, when the number of classes is 
large (𝑛 = 100), the problem becomes more of a regression 
problem, i.e. 𝛾5O:  is 0.6. Ordinal regression models are 
designed based on the assumption that the ordinal categories are 
envisaged as contiguous intervals on a latent continuous 
variable (e.g. POM [21]). We speculate that when the scale size 

is considerably large, contiguous regions in this continuous 
scale approximate a line, allowing regression to perform better. 

4.3. Ordinality under Non-Linear Structures 
This experiment was designed to differentiate between 
classification and ordinal regression: i.e. observing the 
behaviour of 𝛾  under a non-linear setting in which the 
ordinality is distorted. Bivariate Gaussians were generated on a 
straight line and then shifted in a perpendicular direction. Fig. 
3 shows 𝛾5O:  as a function of 𝜆 ∈ {0,1,3,5,7}, the amount of 
shifting, repeated for different scale sizes. As would be 
expected, when the ordering between classes is distorted, 𝛾5O: 
goes towards −1 , indicating that nominality has become 
prominent. The consistent behaviour of 𝛾5O:  across different 
scale sizes (Fig. 3) is further encouragement that the expected 
dominance of classification loss holds when ordering is not 
preserved. 
4.4. Ordinality vs Intra-Class Spacing 
Synthetic datasets used in the previous experiments have had 
uniformly separated Gaussian clusters, however features that 
fall into uniformly-spaced classes are seldom encountered in 
real applications. In this section, the behaviour of 𝛾5O:  is 
studied under varying spacing between Gaussian clusters. In 
this experiment, five different scenarios from equally spaced to 
unequally spaced clusters were generated, denoted as 𝐼K,⋯ , 𝐼y 

 
Figure 3: 𝛾5O: as a function of n (number of classes) and 𝜆 (mean-shifted magnitude). The four plots of example synthetic datasets 
correspond to four different coordinates in the x-y plane. When n decreases and 𝜆 increases, 𝛾5O: tends towards −1, implying that 

classification properties become prominent. For large n and small 𝜆, 𝛾5O: tends towards 1, implying regression. 

 
Figure 5: 𝛾5O: as a function of n (number of classes) and cases 𝐼 representing various non-uniform spacings. The four plots of 

synthetic data correspond to four extreme examples. When spacing becomes more non-uniform, 𝛾5O: converges to 0 implying ordinal 
properties become prominent. 

 
Figure 4: 𝛾5O: as a function of n (number of classes). The 
leftmost and rightmost figures are the representation of 

synthetic datasets used in two extreme cases. It is evident that 
𝛾5O: has a positive correlation with n. 𝛾5O:~ − 1 is associated 

with a classification loss function, while 𝛾5O:~ + 1 is 
associated with a regression loss function. 
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(Fig. 5). Any of the I configurations (except 𝐼K) represents a 
slightly distorted class uniformity, and hence 𝛾5O: closer to 0 is 
observed across different I configurations. When 𝑛 = 100 and 
the Gaussians are uniformly distributed (𝐼K), the problem is 
approximately a regression problem, so a higher 𝛾5O:  is 
observed (section 4.2). When spacing becomes more and more 
unbalanced (𝐼c → 𝐼y), the 𝛾5O: converges to 0 implying that an 
ordinal loss is better suited when the class ordering is highly 
non-uniform. Throughout the different cases in Fig. 5, 𝛾5O:  
behaves reasonably consistently with expectation. 

5. Ordinality of Real Speech Data 
While the simulated experiments using the proposed framework 
offer some interesting insights into choosing a learning 
approach, it is important to study the 𝛾5O:  of well-known 
datasets used in affective computing and related fields. 
5.1. Experimental Settings 
The AViD [35] corpus and DAIC-WOZ  [36] corpora are 
depression datasets labelled using self-assessment tools: AViD 
using BDI-II, DAIC-WOZ using PHQ-8. Stroop is a cognitive 
load corpus in which speakers perform three different reading 
tasks designed to experience different cognitive loads: low, 
medium, high [1]. VAM [9], IEMOCAP [10] and RECOLA 
[11] are emotional datasets, all of which are labelled in arousal 
and valence dimensions. VAM and IEMOCAP were labelled 
from 1 – 5 by multiple annotators. VAM provides the average 
of all annotations as the final rating, and herein the scale was 
split into five equal sized classes. For IEMOCAP, the median 
of all annotations was taken as the ground truth. The RECOLA 
corpus was annotated on a continuous scale between [−1,+1] 
and herein discretised evenly into two scales: 5 and 100 classes.  

The back-end model was as described in Section 3.1 except 
the DNN was replaced with a LSTM (herein referred as 
𝛾LSTM), incorporating dynamic temporal information using 
LSTM is well-established in speech processing [4, 37]. The 
backend network consists of one LSTM layer followed by two 
fully connected layers. Model parameters and hyper-parameters 
were chosen empirically. Front-end feature sets were chosen 
according to typical baseline features for the dataset. 
5.2. Results and Discussion 
Table 1 provides 𝛾5O: of six real databases, derived based on 
average Kendall’s 𝜏 of 5-fold cross validation (column 4). The 
two depression datasets (AViD and DAIC-WOZ), which have 
25-classes and 64-classes, were tested on their originally 
annotated scale as well as on a 5-class scale regrouped based on 
the definition of the respective depression scales. It was 
somewhat unanticipated to observe 𝛾5O: closer to 0 even for a 
larger number of classes (section 4.2). However, it could be that 
all the classes are off-line (Fig. 3, 𝑛 = 100 , 𝜆 = 3 ) but 
regrouping into 5-classes may have brought them back to a line. 
Another possible explanation could be found from Fig. 5: 
spacing between classes may be non-uniform (𝑛 = 100, 𝐼y). 
Nevertheless, four 𝛾5O:  values in Table 1 suggest applying 
ordinal regression for depression prediction. 

The Stroop (cognitive load) dataset, which is annotated 
with a 3-class ordinal scale, was tested with two feature sets. 
We believe the structure of the two feature spaces are different 
and hence a different 𝛾5O: was observed. Therefore, not only 
the nature of ground truth, even the structure of data may matter 
in deciding the modelling method. Both 𝛾5O: being closer to 0 
implies both feature sets are ordinal and hence ordinal 

modelling algorithms should be applied. On the contrary, three 
emotional datasets exhibit contrasting behaviours. IEMOCAP, 
which is usually treated as a classification problem, also reports 
-1 for 𝛾5O:. Even though it is annotated on an ordinal scale, the 
underlying data structure may not be ordered on a manifold, like 
𝑛 = 5, 𝜆 = 7 in Fig. 3. VAM favours ordinal regression, in 
keeping with the ordinal self-assessment mannikin annotation 
method. RECOLA, which has continuous annotation, suggests 
regression for 100 classes, agreeing with the observations in 
section 4.2. However, regrouping into five classes apparently 
transforms the regression-like problem into an ordinal-like 
problem, suggesting that a change in labelling may have 
important implications for the choice of learning approach (but 
not always – see AViD result). The last column in Table 1 
presents 𝛾5O:  calculated using CCC, which is a common 
evaluation metric in emotion recognition. In most cases there is 
agreement between the two 𝛾5O:  values, suggesting a 
robustness to the evaluation metric.  

6. Conclusion 
This paper has presented a novel framework built on neural 
networks in which a single hyper-parameter 𝛾  trades off 
between classification, regression, and ordinal regression loss 
functions. Hence, the optimum 𝛾 -𝛾5O:7 for a particular dataset 
indicates the suitability of the three loss functions, hinting at the 
structure of the data and suggesting how we should formulate 
and evaluate problems on it. The principles of the proposed 
framework were explored using synthetic datasets: when 
increasing or decreasing the number of classes on an ordinal 
scale, the behaviour of 𝛾5O:  suggests to be treated as a 
regression or a classification problem respectively. For real 
ordinal datasets, there may be extreme data structures for which 
classification or regression is better suited, and the proposed 
framework could assist with choosing the appropriate 
modelling approach. Application of the proposed framework to 
six affective computing speech datasets suggests that more 
focus should be placed on ordinal regression instead of the 
conventional approaches of classification and regression. 

It is acknowledged that one limitation of this work is that 
simulated experiments presented in Section 4 do not provide 
full coverage of all possible conditions, which will be left for 
future work. Future work also includes introducing a learnable 
𝛾 to the proposed framework to avoid exhaustive evaluation of 
different 𝛾 values. 

Table 1: Optimum 𝛾 values of different datasets. 
𝛾5O:~ − 1 is associated with a classification loss function, 

whilst 𝛾5O:~ + 1 is associated with a regression loss function. 

Database System Description 
Scale 
Size 

𝜸𝒐𝒑𝒕 
(	𝝉) 

𝜸𝒐𝒑𝒕 
(CCC) 

DAIC-
WOZ   

MFCC+	𝛾LSTM 5 0 0 
MFCC+𝛾LSTM 25 -0.4 0.8 

AViD MFCC+𝛾LSTM 5 -0.2 -0.2 
MFCC+𝛾LSTM 64 0.0 -0.2 

Stroop MFCC_SDC + 𝛾LSTM 3 0.2 -0.2 
eGeMAPS(lld)+𝛾LSTM 3 -0.4 -0.4 

VAM IS09+𝛾LSTM 5 0.4 0.4 
IEMOCAP IS09+𝛾LSTM 5 -1 -1 
RECOLA MFCC+𝛾LSTM 5 -0.2 -0.4 

MFCC+𝛾LSTM 100 0.8 1 
* MFCC: Mel Frequency Cepstral Coefficients, SDC: Shifted Delta Cepstra, 

IS09: Interspeech 2009 feature set, 𝛾LSTM: proposed backend with a LSTM 
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