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Abstract

This paper presents a methodology to study the role of non-
native accents on talker recognition by humans. The method-
ology combines a state-of-the-art accent-conversion system to
resynthesize the voice of a speaker with a different accent of
her/his own, and a protocol for perceptual listening tests to
measure the relative contribution of accent and voice quality
on speaker similarity. Using a corpus of non-native and native
speakers, we generated accent conversions in two different di-
rections: non-native speakers with native accents, and native
speakers with non-native accents. Then, we asked listeners to
rate the similarity between 50 pairs of real or synthesized speak-
ers. Using a linear mixed effects model, we find that (for our
corpus) the effect of voice quality is five times as large as that
of non-native accent, and that the effect goes away when speak-
ers share the same (native) accent. We discuss the potential
significance of this work in earwitness identification and socio-
phonetics.

Index Terms: voice quality, accent, voice similarity

1. Introduction

How do we recognize the voice of non-native speakers, through
their non-native accent or their voice quality, or both? What
is the relative significance of both attributes? Significant re-
search has been done in talker recognition (by humans), where
a large number of acoustic parameters (e.g. FO, spectral slope,
formants) have been shown to contribute to voice individual-
ity [1, 2], a robust finding being that the relative significance
of these acoustic cues on identity varies from voice to voice
[3]. Despite such progress, however, the interaction between
voice quality and non-native accents on talker recognition re-
main open, in part due to the challenges of individually ma-
nipulating these two aspects of the speech signal beyond short
segments of speech, e.g., vowels [4].

In this work, we propose a new methodology to exam-
ine the role of accent and voice quality in talker recognition.
Our methodology relies on the use of “accent conversion” tech-
niques [5, 6] to transform utterances from second-language (L.2)
learners' to mimic the pronunciation patterns (i.e., accent) of
a native (L1) speaker, and vice versa. Our accent conver-
sion model consists of three basic components: an acoustic
model that generates a speaker-independent embedding of an
utterance (a posteriorgram, or PPG), a sequence-to-sequence
(seq2seq) synthesizer that maps PPGs into Mel-spectrograms,
and a vocoder that maps the Mel-spectrogram into a high-
quality speech waveform. To perform accent conversion, we
build a seq2seq synthesizer and a vocoder on a speech corpus

IFor compactness, in what follows we will use the terms L2 and L1
instead of non-native and native.
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from the L2 learner, then drive both models using PPGs ex-
tracted from an L1 utterance. As a result, the output speech
waveform has the native speaker’s pronunciation (as captured
by the input PPG) and the non-native speaker’s voice quality
(as captured by the seq2seq synthesizer).

We performed accent-conversion experiments on pairs of
L2 and L1 speakers from the L2-ARCTIC [7] and ARCTIC cor-
pora [8], respectively. For each speaker pair, we generated ac-
cent conversions in both directions: L2 speaker with L1 accent,
and L1 speaker with L2 accent. Then, we conducted listening
experiments where participants were asked to rate the similarity
between all pairs of speakers (the original L1 and L2 speakers,
and the two accent conversions.) On our speech dataset, a lin-
ear mixed effect model estimated that the contribution of non-
native accents is 20% of that associated with the voice quality of
the speaker. While these results cannot be generalized to other
speaker pairs, they suggest that our methodology is suitable for
studying the role of L2 accents in talker recognition.

2. Literature Review
2.1. Talker recognition (by humans)

Hundreds of studies have been conducted over the past 40 years
to identify acoustic parameters that correlate with ratings of
voice quality [9], “those characteristics which are present more
or less all the time that a person is talking” [10]. A large num-
ber of acoustic features have been identified, including features
related to the vocal source (e.g., fundamental frequency, differ-
ences between harmonics) and the vocal tract (e.g., formant fre-
quencies and bandwidths) [11], depending on whether the stim-
uli consists of sustained vowels in isolation or sentences [9]. A
perceptual model emerges from these studies, which is that (for
unfamiliar voices) listeners do not perceive voice quality as a
collection of isolated features but as an overall pattern in a mul-
tidimensional “voice space” [12]. This model bears a strong re-
semblance to a well-established model of facial recognition, ac-
cording to which faces exist in a multidimensional “face space”
[13]. According to this model, faces are encoded as vectors rela-
tive to a central, prototypical face (i.e., an “average” face). This
suggests that there exists a unified coding strategy for process-
ing faces and voices [14]. Evidence for this hypothesis is the
fact that similar phenomena have been observed in the two per-
ceptual spaces; As an example, the “other race effect” explains
why recognizing faces from other races (e.g., Caucasians ob-
servers of Asian faces) is more difficult than recognizing faces
of the same race (e.g., Caucasian observers of Caucasian faces)
[15]. Its counterpart in the voice recognition domain is the “lan-
guage familiarity effect”, which explains why listeners can bet-
ter recognize speakers of their own language (e.g. English lis-
teners recognizing English speakers) than speakers of an unfa-
miliar language (e.g., English listeners recognizing Mandarin

http://dx.doi.org/10.21437/Interspeech.2020-2910
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Figure 1: Pipeline of the accent conversion system during training (a) and testing (b)

speakers [16]). Two models have been proposed to explain the
language familiarity effect [17, 18]: the phonetic familiarity
model, which argues that listeners rely on their familiarity with
the statistical distribution of phonetic features in their native
language, and the linguistic processing model, which argues
that listeners also incorporate higher-level information, such as
word recognition and comprehension.

2.2. Accent conversion

Accent conversion is related to the more general problem of
voice conversion (VC) [19]. In VC, one seeks to transform a
source speaker’s speech into that of a (known) target speaker.
The conversion aims to match the voice characteristics of the
target speaker, which include vocal tract configurations, glottal
characteristics, pitch range, pronunciation, and speaking rate;
ideally, the only information retained from the source speech is
its linguistic content, i.e., the words that were uttered. The basic
strategy for VC is to collect a parallel corpus for the source and
target speaker, and then align the two corpora, e.g. using dy-
namic time warping. This generates a lookup table with pairs of
source and target frames (e.g., Mel Cepstra), which is then used
to build a mapping from source frames to target frames. Pop-
ular mapping techniques include joint-density Gaussian Mix-
ture Models (GMMs) [20], frequency warping [21, 22], DNNs
[23, 24], and sparse coding [25, 26].

In contrast with VC, accent conversion seeks to combine
the linguistic content and pronunciation characteristics of the
source speaker with the voice quality of the target speaker. This
is a more challenging problem than VC for two reasons. First,
accent conversion lacks ground-truth since there are no record-
ings of the L2 speaker producing speech with the desired L1 ac-
cent. But, more importantly, accent conversion requires decom-
posing the speech into voice quality and accent, whereas VC
does not. The conventional approach used in VC (pairing source
and target frames via time alignment) cannot be used in ac-
cent conversion, since it would result in a model that maps L1-
accented source into L2-accented target speech. Instead, source
and target frames have to be paired based on their linguistic con-
tent. This may be done by using a speaker-independent acoustic
model (e.g. from an ASR system) to estimate the posterior prob-
ability that each frame belongs to a set of pre-defined phonetic
units (e.g., a phonetic posteriorgram, or PPG [27]). Once a PPG
has been computed for each source and target frame in the cor-
pus, the two can be paired in a many-to-many fashion based on
the similarity between their respective PPGs [5, 28].

3. Method

Our accent-conversion model is based on the system proposed
by Zhao et. al. [28] , which has been shown to produce higher
ratings of acoustic quality and naturalness than traditional sys-
tems which use conventional vocoders such as STRAIGHT
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Figure 2: PPG-to-Mel conversion model

[29] or World [30]. The system consists of three compo-
nents: an acoustic model (AM) that extracts phonetic posterior-
grams (PPGs) from source utterances, a sequence-to-sequence
(seq2seq) synthesizer that maps PPGs to Mel-spectrograms, and
a WaveGlow vocoder that synthesizes speech waveforms from
Mel-spectrograms. The AM is trained on a large corpus of
speech from multiple L1 speakers so that the PPGs are speaker
independent, whereas the seq2seq synthesizer and WaveGlow
vocoder are trained on speech recordings from the L2 speaker.
At test time, we compute a PPG sequence from an L1 utter-
ance, and pass it to the L2 seq2seq synthesizer and WaveGlow
vocoder. The output speech signal has the L1 speaker’s pro-
nunciation (as captured by the PPG) and the L2 speaker’s voice
quality (as captured by the seq2seq synthesizer). The overall
procedure is illustrated in Figure 1. To perform accent conver-
sion in the reverse direction, the seq2seq synthesizer and Wave-
Glow vocoder are trained on the L1 speaker, and the PPG se-
quence is extracted from the L2 utterance.

3.1. Extracting PPGs from acoustic models

The acoustic model takes stacked Mel-frequency coefficients as
inputs and outputs senones as class labels. The model is a deep
neural network composed of a number of hidden layers, each
of which includes a p-norm non-linearity; see section 4.1 for
details. The final hidden layer is followed by a softmax layer,
which outputs the predicted senones. A detailed description of
the AM can be found in [31].

3.2. Seq2seq speech synthesizer (PPG — Mel-spectrogram)

We use a modified Tacotron 2 model [32] to convert PPGs to
Mel-spectrograms. The original Tacotron 2 model can synthe-
size natural sounding speech from raw transcripts. It takes as
input a one-hot vector of characters, which is then passed to
an encoder LSTM. This is followed by an attention network,



which summarizes the encoded sequence as a context vector.
Finally, a decoder LSTM, generates Mel-spectrograms using a
location-sensitive attention mechanism [33]. In order to take
PPGs as input, we replace the character-embedding layer with
a PPG-embedding network [28]. This PPG-embedding layer
consists of two fully connected hidden layers with ReLU non-
linearities. Addition of the PPG embedding layer, transforms
the original high dimensional PPG features to low dimensional
features. This helps the model converge during training. The
PPG to Mel-spectrogram model is shown in Figure 2; more de-
tails can be found in [28].

3.3. WaveGlow vocoder (Mel-spectrogram — speech)

To convert the output of the Mel-spectrogram to audio wave-
form, we use a WaveGlow vocoder [34], a flow-based net-
work [35] that can generate high quality speech from Mel-
spectrograms and has low inference time compared to autore-
gressive models such as WaveNet [36]. It is a generative model
that samples from a zero-mean spherical Gaussian with the
same number of dimensions as the target, and generates a tar-
get distribution by passing through a series of layers. Here, the
target distribution is the audio waveform.

4. Results

4.1. Speech corpus

We used a pretrained AM to extract PPGs. The AM had been
trained on the Librispeech corpus [37], which contains 960
hours of native English speech, most of which from North
America. The AM had five hidden layers and a final softmax
layer that produced a 5816-dimensional PPGs. We trained the
PPG-to-Mel and WaveGlow models on two L2 speakers from
the publicly-available L2-ARCTIC corpus [7]: ABA (male Ara-
bic speaker) and EBVS (male Spanish speaker), and two L1
speakers from the ARCTIC corpus [8]: BDL (male American
English) and RMS (male American English). Each speaker
in L2-ARCTIC and ARCTIC recorded the same set of 1,132
sentences, or about an hour of speech. For each L2-ARCTIC
speaker, we used the first 1,032 sentences for model training,
the next 50 sentences for validation, and the remaining 50 sen-
tences for testing. All audio signals were sampled at 16 KHz.

To train the seq2seq models, we used a batch size of 6 and
a learning rate of 1 x 10™*. We trained the model until the
validation loss reached a plateau. The WaveGlow models were
trained using a batch size of 3 and the learning rate was 1 x 10~ *
for 650,000 iterations. We used the same set of parameters for
the seq2seq model and the WaveGlow model as those reported
in [28]. The AM was trained with Kaldi, and the other mod-
els were implemented in PyTorch and trained with the Adam
optimizer [38].

4.2. Perceptual listening tests

We performed accent conversions for four pairs of L2/L.1 speak-
ers, plus a fifth pair with the L1/L1 speakers, which served as a
reference for the linear mixed effects models; see Table 1. For
each speaker pair, we then generated accent conversions in two
directions: L2 speaker with L1 accent, and L1 speaker with L2
accent. Denoting the first speaker by V1A1 (voice 1, accent 1)
and the second speaker by V2A2 (voice 2, accent 2), this led to
ten different comparison pairs, as illustrated in Table 2.

We conducted perceptual listening tests on Amazon Me-
chanical Turk. Following [28], all participants resided in the
United States at the time of the recruitment and passed a quali-
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Speaker pair | Speaker V1Al | Speaker V2A2
1 ABA* BDL
2 ABA* RMS
3 EBVS* BDL
4 EBVS* RMS
| 5 [ BDL [ RMS |

Table 1: Five speaker pairs used in the perceptual listening
pairs. * denotes L2

V1Al | V1A2 | V2A1 | V2A2
V1Al | 6.93 3.47 1.94 1.52
V1A2 6.84 1.95 2.37
V2A1 6.87 3.95
V2A2 6.92

Table 2: Average similarity scores between pairs of speakers
for the four non-native/native conversions. The term “ViAj”
denotes a speaker with voice quality i and accent j.

fication test where they had to identify several regional dialects
in the United States. Only those participants who answered all
questions correctly moved on to the listening test. All partici-
pants were self-reported native English speakers. Each partici-
pant (N=50) rated 50 utterance pairs®, one from each of the 50
possible comparisons: five speaker pairs (see Table 1) and ten
comparisons per speaker pair (see Table 2). The presentation
order of the utterance pairs was counterbalanced. Each of the
50 utterances rated by each listener was from one of five possi-
ble sentences in ARCTIC. For each comparison, listeners were
asked to rate the similarity between the two utterances on a scale
of 1 (no similarity) to 7 (excellent similarity).

Results for L2/L.1 pairs are summarized in Table 2. The
values on the diagonal elements approach the maximum rating
available (7), as one may expect since both utterances in those
pairs are from the same condition (e.g., V1Al vs. V1A1l). Like-
wise, the lowest similarity scores are obtained when the voice
and accent of each utterance are mismatched (e.g., V1Al vs.
V2A2, V1A2 vs V2A1), as expected. The more interesting re-
sults are those for the conditions where either the voice (e.g.,
V1ALl vs. V2A1) or the accent (e.g., V1A1 vs. V1A2) are mis-
matched, but not both. When only the accent is mismatched, the
average ratings drop to 3.47-3.95, whereas when only the voice
is mismatched, the average rating drops more significantly to
1.94-2.37. Thus, these results indicate that voice quality has a
stronger effect than accent on the perceived similarity between
speakers. Results for the L1/L1 pair are summarized in Table
3. As with the L2/L1 pairs, the scores on the diagonal ele-
ments are close to the maximum, since the voice and accent are
both matched. The lowest scores are obtained when both voice
and accent are mismatched (2.20-2.46), though these scores are
higher than those on the non-native/native pairs (1.52-1.95), a
result that can be explained by the fact that accent differences
are negligible on the L1/L1 pair.

V1Al | V1A2 | V2A1 | V2A2
V1Al | 696 4.60 2.18 2.46
V1A2 6.78 2.20 2.62
V2A1 6.90 4.50
V2A2 6.96

Table 3: Average similarity scores between pairs of speakers
for the native/native conversions. The term “ViAj” denotes a
speaker with voice quality i and accent j.

2Both utterances in each pair were from the same sentence, to make
it easier for listeners to attend to pronunciation differences between the
two speakers.



4.3. Linear mixed effects model

To further understand the contributions of voice quality and ac-
cent, we built a linear mixed effect model (LMM). An LMM
explains the variation in a dependent variable using indepen-
dent variables of interest called fixed effects and the variation
not explained by independent variables of interest called ran-
dom effects. We use voice quality, accent and interaction be-
tween voice quality and accent as fixed effects, and sentence,
speaker pair and listener as the random effects. An LMM can
be represented as:

Y=XB+2Zb+¢€ e
where Y represents the similarity scores, X represents the fixed
effects of voice quality, accent and interaction between voice
quality and accent, Z represents the random effects of sentence,
speaker pair and listener, € represents the error and /3, b are esti-
mates of the fixed and random effects respectively, learnt by the
LMM. Using R notation®, the LMM was:

similarity ~ isSameV oice + isSameAccent+
isSameVoice : isSameAccent + (1|speaker:)+

(1|speakers) + (1|listener) + (1|sentence) (2)

In a first step, we built a model without fixed effects (model
1), and compared it with a model that included voice as a fixed
effect (model 2), and found a statistically significant difference
(p < 0.001). Then, we compared model 2 against a model
that also included accent as a fixed effect (model 3), and again
found a statistically significant difference (p < 0.001). In a
final step, then, we compared model 3 against a model that
also included an interaction between both fixed effects, and also
found a statistically significant difference between the two mod-
els (p < 0.001). Results for the final model (4) are shown in
Table 4. In the case of the four L2/L1 speaker pairs, the inter-
cept (1.77) can be interpreted as the average similarity between
conditions when both voice quality and accent are mismatched
(e.g., V1Al vs. V2A2), which is consistent with the results
in Table 2 (1.52-1.95). Matching the voice quality for the two
conditions (e.g., V1Al vs. V1A2) increases the perceived sim-
ilarity by 1.95 points, whereas matching the accent (e.g., VIA1
vs. V2A1) increases the perceived similarity by 0.42. Accord-
ingly, then, these results suggest that the effect of accent is about
20% that of voice quality. The model also shows a strong inter-
action effect (2.79) between both fixed effects, which suggests
that people rely on a combination of the two factors that act to-
gether synergistically and are not simply additive. Results for
the L1/L1 pair are shown in Table 4. In this case, the effect
of accent disappears (0.05), since the two speakers in the pair
have the same accent (general American English). This latter
result is not surprising, but it is important since it shows that our
methodology is suitable for studying the role of accent/dialect
in talker recognition (by humans).

5. Discussion
We have proposed a methodology that may allow researchers
to examine the effect of non-native/regional accents on talker
recognition. The methodology combines a state-of-the-art
accent-conversion system that allows us to resynthesize the
voice of a speaker with a different accent, and an experimen-
tal protocol for perceptual listening tests that allows us to mea-
sure the relative contribution of accent and voice quality. We

3The linear mixed effects models were trained in R using the Ime4
[39] package. Tests for statistical significance were performed using the
R anova package.

1766

Estimate Estimate
Non-native / native | Native / native
(Intercept) 1.77 2.37
Voice 1.95 2.16
Accent 0.42 0.05
Interaction 2.79 2.37

Table 4: Results from the mixed effects linear model on non-
native / native speaker pairs

validated the methodology on a speech corpus with four pairs
of L2-L1 speakers and a pair of L1-L1 speakers, for a total of
50 combinations between accent and voice quality. The highest
ratings of speaker similarity were obtained when the voice and
accent of the two speakers were matched, regardless of whether
the speakers were real (i.e., original recordings) or synthesized
(i.e., accent conversions), whereas the lowest ratings were ob-
tained when both accent and voice were mismatched. More
interestingly, speakers with the same voice quality but differ-
ent accents were rated as being more similar to each other than
speakers with different voice quality but similar accents. Using
these results in a linear mixed effects model, we were able to
estimate that (for our corpus), the effect of non-native accents is
roughly 20% of that of voice quality, and this effect goes away
(2%) when performing accent-conversions on L1-L1 pairs with
the same accents.

Beyond the voice conversion community, our methodology
may be of interest in the field of earwitness identification. Prior
studies have shown that differences in accent between a speaker
and a listener can lead to degradation in earwitness identifica-
tion performance [40, 41]. Thus, accent plays a key role that
should be considered while verifying earwitness testimony. As
an example, using an earwitness lineup experiments, our accent
conversion algorithms could be used to examine the effect of ac-
cent on memory recall. Our methodology may also be of inter-
est in sociophonetics, where it could be used to study the effect
of various non-native accents on social biases, e.g., non-native
speakers receive less favorable judgments of credibility, compe-
tence and intelligence, and they have fewer employment oppor-
tunities, housing options, and access to healthcare [42, 43]. The
results also suggest that this approach can identify bias toward
differences in L1 social and regional accents [44].
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