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Abstract

Human listeners use specific cues to recognize speech and recent
experiments have shown that certain time-frequency regions of
individual utterances are more important to their correct identi-
fication than others. A model that could identify such cues or
regions from clean speech would facilitate speech recognition
and speech enhancement by focusing on those important regions.
Thus, in this paper we present a model that can predict the re-
gions of individual utterances that are important to an automatic
speech recognition (ASR) “listener” by learning to add as much
noise as possible to these utterances while still permitting the
ASR to correctly identify them. This work utilizes a continuous
speech recognizer to recognize multi-word utterances and builds
upon our previous work that performed the same process for an
isolated word recognizer. Our experimental results indicate that
our model can apply noise to obscure 90.5% of the spectrogram
while leaving recognition performance nearly unchanged.
Index Terms: Speech importance, time-frequency regions,
speech recognition in noise

1. Introduction

Automatic speech recognition (ASR) systems do not recognize
speech as well as human listeners in noisy environments, de-
spite a great deal of recent progress [1]. Recent findings [1]
have shown that human listeners only require a fraction of time-
frequency points to correctly recognize speech signals. In addi-
tion, the randomized “bubble noise” technique allows the direct
comparison of the regions used by human listeners to those used
by ASR systems, and has shown that recognizers utilize very
different cues from human listeners [2, 3]. It seems likely that if
speech recognizers were able to utilize the same cues as humans,
they would become more noise robust. As the first step towards
this goal, the current paper aims to build a model that can predict
the cues that are important to a listener in recognizing a partic-
ular utterance, which would greatly accelerate the process of
identifying them over the current randomized approach [1].
With the help of neural networks we propose a data-driven
approach to determine time-frequency points that are useful to
ASR systems. Thus, the aim of this paper is the prediction of a
mask which indicates important regions, useful time-frequency
points for listeners, and unimportant regions of spectrogram of
individual speech signals. Unlike vision, where eye tracking
can provide insight into the process of attention and salience,
there is no way to directly observe the hearing process and it
must be investigated indirectly. Our work builds upon that of
Trinh et al. [4], which introduced the bubble cooperative network
(BCN), a method for predicting important speech cues from
clean speech, but only applied to a very limited ASR system,
one predicting whether a noisy isolated word matches a clean
reference word from another talker. In this work, we replace
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this simple recognizer with an end-to-end recognizer capable
of processing continuous speech and scalable to large vocab-
ularies using the ESPNet framework [5]. In both cases, there
is a separate importance estimation network that aims to add
as much noise as possible to a given utterance without hurting
recognition performance and do to so, it is best served by adding
noise to unimportant regions of the utterance, i.e., those that the
recognizer is not utilizing.

2. Related work

Many studies has compared ASR systems with human listen-
ers. Lippmann [6] performed parallel experiments on humans
and ASRs with several datasets, showing that the gap between
the performance of non-neural-networks ASR and human lis-
teners increased dramatically as the speech signal is corrupted
by noise. More recently, Spille et al. [7] showed that to achieve
the same accuracy as human listeners, ASR systems required a
12 dB higher signal to noise ratio (SNR) in spatial scenes with
diffuse noise and moving talkers. Juneja et al. [8] analyzed the
performance of ASR systems on noisy utterances with a null
grammar to remove the effect of language modeling, finding
that even without some cues that might help human listeners to
perceive better, there was a fairly large gap between humans and
machines. Stolcke et al. [9] compared automatic conversational
speech transcriptions to human performance. The ASR system
confused filled pauses like “uh,” while human listeners recog-
nized them accurately. Su et al. [10] showed that prosodically
emphasized words contain more information in speech signals,
i.e., that all information in speech signals is not equally useful
and important for information retrieval. Krug et al. [11] intro-
duced an introspection method to predict patterns of letters from
spectrograms of speech signals. They found that the predictable
patterns are interpretable. Spille et al. [12] showed that ASR
and human listeners have very close speech recognition thresh-
old (SRT) in stationary and amplitude modulated speech-shaped
noise. They applied a relevant propagation analysis an found
that the ASR relied upon time-frequency glimpses of high local
SNR to make correct identifications.

In pursuit of a characterization of important speech frequen-
cies, Healy et al. [13] measured the importance of frequency
bands averaged over time. Importance of target band is esti-
mated by comparing the trial when target band is present along
with four other bands with the trail when target band is absent
and only four other bands are present. The interaction of target
band and other bands leads to the estimation of band impor-
tance. Mandel et al. [1] built upon this method to measure an
importance function that varied across both frequency and time.
In this method each utterance is mixed with very loud noise
with randomly placed “bubbles” of silence cut out of it, through
which the speech could be glimpsed. Important time-frequency
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Figure 1: Flow-chart of the proposed system, including the mask estimator that identifies important speech regions in order to add as

much noise as possible.

regions are identified as those where audibility correlates with a
listener’s correct identification of the word.

3. Method and model

In this section we introduce the proposed model, including the
mask estimator that identifies important speech regions, along
with discussing the design principles behind it. A flowchart of
the entire model is shown in Fig. 1, it has two main components,
the mask estimator and the ASR.

The mask estimator is a deep network that decides how
much noise to add to each time-frequency point in an input

spectrogram by producing a mask, which modulates the noise.

Therefore, a mask value near zero adds little noise while a value
near one adds maximum noise. The estimator model is a deep
neural network (DNN) with parameters 6, taking the short time
Fourier transform (STFT) of the clean speech, X (f, ¢) as input,
and producing the mask as:

My(f,t) = g(X(f,1);0) (1

We add a small amount of dither noise to each clean utterance to
allow the model to generalize more effectively, but this noise is
not shown in Fig. 1 or (1).

The masked noise is added to the clean speech, and the
noisy speech is then fed to the ASR system. The ASR system
transcribes it into a predicted word sequence,

¥ =h(X({ft) +aN(f,t) © My(f,1); $) (@)

where N (f,t) is a spectrogram of random white gaussian noise,
« is a noise gain, ¢ is the set of parameters of the ASR network,
and © is a pointwise multiplication.

Both models are trained to minimize the combined loss:

A
L£(0,6) = NaL(y, 9:0,0) = 75 > Mo(F.1) 3)
t.f

A S (Ma(f, 1) log Mo (£, )
t,f

+(1 = My(f,1))log(1 — M (f,1))) -

The first term, L(y, §; 0, ¢), is the ASR loss between the true
word sequence, y and the predicted word sequence of the noisy
speech, §. Because h() is an end-to-end recognizer, this is
a combination of the CTC and seq2seq loss. The other terms
encourage specific mask properties. The second term encourages
the mask to contain many 1’s, i.e., to add as much noise as
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possible. The third term encourages the mask to be close to either
0 or 1, but not in-between, i.e., to have lower entropy. Each loss
term has a corresponding coefficient, A, for the ASR loss, Ap,
for the mask loss, and A, for the entropy loss. Our experiments
explore different combinations of these coefficients to both add
a large amount of noise while simultaneously preserving ASR
recognition accuracy.

The mask estimator decides where to add noise, and thus
decides which regions are important for the recognizer to observe
cleanly. It is shown in the dotted rectangle in Fig. 1. It consists
of three main components: a convolutional layer, a bidirectional
recurrent layer, and a fully-connected layer that predicts the
importance mask using the softmax function.

The last component in Fig. 1 is the ASR. There are two main
approaches for end-to-end ASR. In Connectionist Temporal Clas-
sification (CTC), a recurrent neural network predicts symbols at
every acoustic frame and these predictions are combined using
dynamic programming. In attention-based sequence-to-sequence
recognition, each symbol is predicted conditioned on the previ-
ous predicted symbols and encoded acoustic frames combined
using an attention function, which implicitly performs the align-
ment. We use ESPnet which is a hybrid CTC/attention based
ASR, providing the benefits of both models. The encoder net-
work of the attention-based model is the CTC model. Thus this
model is trained both by the forward-backward algorithm of
CTC and the data-driven attention method which causes it to
produce more accurate alignments by incorporating the CTC
model in long sequences [14]. We used the ESPnet toolkit to
implement our ASR model. ESPnet uses chainer and pytorch as
a main deep learning engines [5]. In addition, we implemented
“fbank” feature extraction in pytorch to allow gradients to be
propagated through to our mask estimator model.

4. Experiments
4.1. Dataset

Our experiments are performed on the AN4 alphanumeric
dataset [15], also known as the CMU census dataset. Each
utterance is in the form of a phone number, birth date, spelled
out address, etc. In addition, the speakers also produced random
sequences of control words. All recordings were made with a
close talking microphone. All data are sampled at 16 kHz, 16-bit
linear sampling. The dataset contains 1078 utterances, of which
we used 848 for training, 100 for validation, and 130 for test.
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Figure 2: Effect of changing X weights on character accuracy of noisy speech and the proportion of spectrogram points where noise is
added with a mask greater than 0.5. When varying one ), the others were held at Aq = 0.1, Ae = 2, A =0, A\, = 10.

4.2. Training the model

We trained the ASR and mask estimator models separately. First
we trained the ASR on the clean speech utterances. We used

Table 1: Hyperparameters of ASR

Hyperparameter Value
# of encoder layers 4

# of encoder BLSTM cells 300

# of encoder projection units 320

# of attention transformation dimensions 320

# of heads for multi head attention 4

# of attention convolution filters 100

# of decoder layers 1

# of decoder LSTM cells 320
Multitask learning coefficient 0.5
Optimization AdaDelta
AdaDelta e 1078
AdaDelta e decaying factor 1072
Gradient norm clip threshold 5
Maximum epoch 30
Threshold to stop iteration 1074
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80-dimensional fbank features with a frame size of 25 ms and
a hop size of 10 ms. The longest utterance is 6.4 s, so we zero-
pad the shorter utterance to that length. After training the ASR,
we freeze its weights and train the mask estimator. The mask
estimator uses an STFT with a 1024-point FFT (64 ms) as input.
Hyperparameters were selected to balance high character accu-
racy with a low proportion of mask values below 0.5, indicating
a concentrated prediction of importance on the validation set.
This balance is best ahcieved by A, = 0.1, Ae = 2, A, = 10
(see Fig. 2). Before applying the spectrogram features to the
convolutional layer we normalize them to have zero mean and
unit variance. We also perform batch normalization between
layers [16]. The convolutional layer of the mask estimator has
256 kernels with size 11 x 32 and stride 1 in time and 16 in fre-
quency. The bidirectional LSTM has 512 hidden units. The noise
gain is 50000 in comparison to 16 bit integer speech waveforms
(£32768), which was chosen to make sure the noise is powerful
enough to make the clean speech signal completely inaudible.
The dither gain is 6.25. We initialized all the wights of the layers
with a uniform distribution [17]. We trained the mask estimator
model with mini-batch stochastic gradient descent with batch
size 30, and we use AdaDelta [18] with learning rate 107 % and
running avareage 0.95. The hyperparameters of the ASR model
are summarized in Table 1.
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Figure 3: Important regions of three utterances. Important regions are set to full lightness in the HSV color space

5. Results

As shown in Tab. 2, on clean speech, the ASR achieves a char-
acter error rate (CER) of 11.1% on the evaluation set. In addi-
tion, we added noise to the entire spectrogram of each signal to
make sure the noise is powerful enough to contaminate the clean
speech signal thoroughly. This full-noise condition led to a CER
of 123.7%, confirming that the noise is disruptive. With the best
setting of loss weights, the mask estimator is able to add noise to
90.5% of the spectrogram, while still achieving a CER of 13.9%,
very close to that on clean speech. This indicates that the mask
estimator is very effective at adding noise to unimportant regions
of the spectrogram and is therefore very effective at identifying
important regions.

It is important to point out that there is a trade off between
the proportion of masked spectrogram points and the character
accuracy of the resulting signal. Fig. 2 shows several experiments
varying the X coefficients to explore this tradeoff. The result
of changing the ASR loss coefficient, A4, is shown in Fig. 2(a),
increasing it from 0.1 to 2.0 equally spaced on a log scale. As
can be seen, increasing )\, increases the character accuracy and
decreases the proportion of masked spectrogram points. This
is as expected. Fig. 2(b) shows the effect of increasing A,
from 0.04 to 11.37 equally space on log scale. It shows that
increasing A, decreases the character accuracy and increases
the proportion of masked spectrogram point. Fig. 2(c) shows
the result of changing the entropy loss coefficient, A¢, from 1.0
to 25.71 equally spaced on a log scale. As the entropy loss
coefficient increases, the character accuracy decreases and the
proportion of masked spectrogram points increases. In contrast
to the A\, curve, the A curve shows a discontinuity in character
accuracy from 80% to 77% at a revealed proportion of 7%.

Fig 3 shows the spectrogram of the clean speech signal with
the predicted mask overlayed. Mask values that are low (meaning
less noise is added and they are presumably important) are shown
in full lightness, while mask values that are high (meaning more

Table 2: ASR results of the final system showing the CER and
corresponding proportion of spectrogram points with a noise
mask greater than 0.5 in comparison with two baselines.

Noise CER Noise proportion

valid eval  valid eval
ASR with clean speech 17.6 11.1 0.0 0.0
ASR with mask estimator 19.7 139 90.6 90.5
ASR with noisy signal 1319 123.7 100.0 100.0
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noise is added and they are presumably not important) are shown
at half lightness. As can be seen, a great majority of the speech
signal has a high mask value and is corrupted by loud noise. the
generated masks indicate that most of the important regions are
in low frequency regions below 1000 Hz, but with a secondary
band around 1700 Hz. These could be detecting formants, but
it is surprising that there are no important regions predicted
above 1700 Hz for fricatives or plosives. This is in contrast to
human importance maps measured using randomized bubble
noise [1-3].

As an additional experiment, we added a term to the loss
function, equation (3), to penalize abrupt discontinuities in mask
values across frequency. This term causes the important regions
to become more smooth in the frequency dimension:

A
L£1(0) = 7 D |ArMo(f.1)] 4)
t.f

where A is a first order difference across frequency. The result
of this experiment is shown in Fig. 2(d) for the values of Ay from
1 to 10000 equally spaced on a log scale. This plot shows that
increasing Ay decreases character accuracy and decreases the
proportion of masked spectrogram points. Thus it does not help
to add this term, and looking at the masks shown in Fig. 3, they
appear to be relatively smooth in frequency already.

6. Conclusion and future work

In this paper we showed that our previously introduced Bubble
Cooperative Network model can be successfully applied to a
continuous speech recognition system. The model estimates
the important regions of a speech utterance by predicting where
noise can be added while still allowing the ASR to transcribe the
new noisy speech signal approximately as well as the original
clean signal. Parameter sweeps found settings of weights for the
loss function that balance the two competing objectives of high
character accuracy and a high amount of added noise.

Future work will utilize this predicted mask for data augmen-
tation to improve the accuracy of the recognizer in noise, and
will also explore ways in which this model can serve to initialize
a model of importance for human listeners.
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