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Abstract
Spoofing countermeasure systems protect Automatic Speaker
Verification (ASV) systems from spoofing attacks such as re-
play, synthesis, and conversion. However, research has shown
spoofing countermeasures are vulnerable to adversarial attacks.
Previous literature mainly uses adversarial attacks on spoofing
countermeasures under a white-box scenario, where attackers
could access all the information of the victim networks. Black-
box attacks would be a more serious threat than white-box at-
tacks.
In this paper, our objective is to black-box attack spoofing coun-
termeasures using adversarial examples with high transferabil-
ity. We used MI-FGSM to improve the transferability of ad-
versarial examples. We propose an iterative ensemble method
(IEM) to further improve the transferability. Comparing with
previous ensemble-based attacks, our proposed IEM method,
combined with MI-FGSM, could effectively generate adversar-
ial examples with higher transferability. In our experiments,
we evaluated the attacks on four black-box networks. For each
black-box model, we used the other three as a white-box ensem-
ble to generate the adversarial examples. The proposed IEM
with MI-FGSM improved attack success rate by 4-30% relative
(depending on black-box model) w.r.t. the baseline logit en-
semble. Therefore, we conclude that spoofing countermeasure
models are also vulnerable to black-box attacks.
Index Terms: spoofing countermeasures, adversarial examples,
transferability, black-box attack

1. Introduction
Automatic Speaker Verification (ASV) technology has ad-
vanced significantly in recent years [1, 2, 3, 4, 5]. However,
technologies like text-to-speech synthesis (TTS), voice conver-
sion (VC) can be used to generate spoof audios and attack ASV
systems. Thus, these technologies have become a threat to ASV
systems [6, 7]. To protect ASV systems, researchers use spoof-
ing countermeasures [8, 9, 10, 11]. In this case, a good spoofing
countermeasure is the key to protect ASV systems. The com-
munity also held ASVspoof challenges to support the spoofing
countermeasures research [12, 13, 14].

Adversarial attacks have become a threat to all kinds of ma-
chine learning models [15, 16, 17]. In [18], a method to gener-
ate minimal adversarial perturbations to attack speech recog-
nition (ASR) systems is proposed. In the ASV domain, au-
thors successfully attacked i-vector speaker verification model
using adversarial examples [19]. For spoofing countermea-
sures, in [20], anti-spoofing models also showed to be vulner-
able to adversarial attacks. Another line of research focuses
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on defending adversarial attacks or improving model robust-
ness [21, 22, 23], which is beyond our scope. This paper focuses
on black-box attacks to anti-spoofing models.

Adversarial attacks can be divided into three categories:
white-box attacks, grey-box attacks, black-box attacks. In this
paper, we refer to white-box attacks as those where the attacker
can access all of the information of the victim model. For grey-
box attacks, the attacker can still query the victim model multi-
ple times, which could be used to get a substitute model of the
victim model. For black-box attacks, only very little informa-
tion such as the type of features used could be accessed by the
attacker. If the black-box attacks could be generated success-
fully, it would be a serious threat to anti-spoofing systems and
ASV systems.

For an attacker, transferability is a desirable property of ad-
versarial examples. A transferable adversarial example means
that, even though generated from a specific white-box victim
model, it can successfully attack other models, which may be
very different from the white-box model. Several works in the
image domain try to improve adversarial examples’ transfer-
ability to increase the threat of adversarial attacks under black-
box scenarios. In [24], an input diversity method is used to im-
prove the adversarial examples transferability. Random trans-
formations are applied to the input images at each iteration to
create diverse input patterns, reducing the over-fitting to the spe-
cific victim model. In [25], multiple victim models are ensem-
bled to generate adversarial examples with high transferability.
In audio domain, the transferability of adversarial examples for
sound event classification was studied in [26]. They showed
that the transferability of adversarial examples is not affected
by normalization techniques or knowledge distillation. In this
paper, we investigate the vulnerability of spoofing countermea-
sure models under transferable adversarial examples attacks.

The main contributions of this work are:

• Investigate the robustness of anti-spoofing systems under
powerful black-box attacks.

• Show that MI-FGSM attack and ensemble-based attacks
improve the transferability of audio adversarial exam-
ples. To the best of our knowledge, this is the first work
aiming to generate black-box attacks against spoofing
countermeasures by improving the adversarial examples’
transferability.

• Propose a novel iterative ensemble method (IEM) which
improved the transferability of adversarial examples.
The algorithm could also be used in other domains such
as image and text adversarial examples.

The rest of the paper is organized as follows. Section 2
introduces several anti-spoofing models, which are the victim
models in this paper. Section 3 describes the adversarial attacks
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and the proposed iterative ensemble method. Section 4 provides
details of our experiments. In Section 5, we report the experi-
ments’ results. Finally, we conclude this paper and future work.

2. ASV spoofing countermeasure models
The role of anti-spoofing or spoofing countermeasure models
is to detect audios that intend to impersonate a victim user.
These audios may consist of replays from the victim user or be
generated by TTS or VC. To better investigate the transferabil-
ity of adversarial examples between models, we used four vic-
tim models: light convolutional neural network (LCNN) [27],
attentive filtering network (AFNet) [10], 2D residual con-
volutional network (ResNet) and squeeze-excitation ResNet
(SEResNet) [11]. Following, we introduce these models.

2.1. LCNN model

In [27], LCNN models were used for ASVspoof 2019 chal-
lenge [14] and got the second-best performance in logical ac-
cess (LA) scenario. They modified the enhanced LCNN archi-
tecture, previously used for replay attack detection [28], from a
feature extractor to a direct final score estimator from spectral
features. The idea is to use Max-Feature-Map (MFM) activa-
tion function with neural networks. MFM could help to choose
key features for task solving. They also use angular margin
softmax loss (A-softmax) [29] as their training objective. The
A-softmax loss can be described as

L = − 1

N
Σi log

e||xi|| cos(mθi,yi )

e||xi|| cos(mθi,yi ) +
∑
j 6=yi

e||xi|| cos(θi,j)
(1)

where N is the number of training samples; θi,j is the angle
between training sample xi and the corresponding column j of
the fully connected layer weights, yi is the index of the label
for xi; and m is a hyper-parameter which modifies the angular
margin among classes.

2.2. Attentive filtering network

In [10], they proposed attentive filtering networks for the replay
attack detection task in ASVspoof 2017. The attentive filtering
network is composed of an attention filter that enhances the in-
put features in both time and frequency domains with attention
mechanism and a ResNet [30] back-end classifier. Attentive fil-
tering (AF) is described as

S∗ = sigmoid(U(S)) ◦ S + S (2)

where S ∈ RF×T is the input feature map, F and T are the fre-
quency and time axis, ◦ is element wise multiplication operator,
and U is U-Net neural network [31]. For the ResNet classifier,
they used a Dilated ResNet, which replaces all fully connected
layers with convolution layers.

2.3. Squeeze-Excitation ResNet model

In [11], Squeeze-Excitation Network (SENet) [32] and ResNet
with a statistical pooling layer are first introduced to address
anti-spoofing. SENet has achieved impressive results for image
classification. It adds an extra component to residual blocks
that adaptively scales the hidden representations by explicitly
modeling interdependencies between channels. The SENet50
variant in [11] is used in this paper.

3. Audio Adversarial Examples
Audio adversarial examples are signals with small perturba-
tions that are imperceptible by humans but change the output
of a machine learning system. To generate an adversarial ex-
ample, we fix the parameters of the victim model and utilize
back-propagation to compute the gradient of the attack objec-
tive function given the input signal. Using this gradient, we can
optimize the adversarial perturbation by gradient descent meth-
ods. In the next subsections, we will introduce the attack algo-
rithms that we used, as well as the proposed iterative ensemble
method (IEM).

3.1. Attack algorithms

3.1.1. Fast Gradient Sign Method

The Fast Gradient Sign Method (FGSM) [16] is a fast method,
rather than optimal, which optimizes the adversarial examples
by a single step along the direction of the gradient,

x′ = x + ε · sign(∇xL(x, ytrue; θ)) (3)

where ∇xL(x, y) is the derivative of the loss function with re-
spect to the clean input example x. FGSM restricts the adver-
sarial examples in the L∞ norm bound ||x′ − x||∞ ≤ ε.

3.1.2. Iterative Fast Gradient Sign Method

Iterative Fast Gradient Sign Method (I-FGSM) [17, 33], instead
of a single step, takes several smaller optimization steps to ob-
tain the perturbation as

x′0 = x (4)

x′i+1 = Clipεx{xi
′ + α · sign(∇x′iL(xi

′, ytrue; θ))} (5)

where i represents the iteration times, 0 < α < ε is a small step
size. Clipεx function is used to clip x′ into the ε vicinity of x
to satisfy the L∞ bound. This iterative methods could perform
stronger white-box attacks at the cost of worse transferability.

3.1.3. Momentum Iterative Fast Gradient Sign Method

In [34], the I-FGSM method was improved by adding a momen-
tum term during the optimization process. The method is called
Momentum Iterative Fast Gradient Sign Method (MI-FGSM),
and has shown increased transferability of image adversarial ex-
amples [34]. The MI-FGSM algorithm is formulated as

gi+1 = µ · gi +
∇xL(x, ytrue; θ)

||∇xL(x, ytrue; θ)||1
(6)

x′i+1 = Clipεx{x
′
i + α · sign(gi+1)} (7)

where gi collects the gradients of the first i iterations with a
momentum decay factor µ. From the above equations, we could
see MI-FGSM degrades to I-FGSM when µ equals to 0.

3.2. Ensemble multiple models

To improve the transferability of adversarial examples, an
ensemble-based method was used in [25] by attacking multiple
models simultaneously. In [25], authors argued that the adver-
sarial examples are more likely to transfer to other models if
they could fool various models simultaneously. There are dif-
ferent kinds of ensemble methods, such as ensemble in predic-
tions or loss functions. We followed the strategy used in [34],
which makes a weighted sum of the logits of multiple models
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to get an ensemble model. In [34], they showed that ensemble
in logits gives adversarial examples with higher transferability
comparing with other ensemble methods. To attack K white-
box models simultaneously, we fuse the logit activations as

l(x; θ1, ..., θK) = ΣKk=1wklk(x; θk) (8)

where lk(x; θk) represents the logits of k-th white-box model,
which is integrated in the ensemble model. wk is the ensem-
ble weight, where ΣKk=1wk = 1. We will denote this as logit-
ensemble (Logit-E)

Algorithm 1 Iterative Ensemble Method

Input: White-box models L = {l1 . . . lK}, clean input x
with corresponding label y, adversarial attack function f
(such as FGSM, I-FGSM, MI-FGSM) with parameters θ =
{α, ε}, perturbation range ε, step size α, iteration times T

Output: Adversarial example x′

1: Initialize perturbation δ0 ← random start in the ε-ball
2: for iteration time t← 1 to T do
3: for model li ∈ L do
4: δm ← fθ(δm−1, y; li) (wherem = K ∗(t−1)+ i)
5: end for
6: end for
7: δ̂ ← δT×K
8: return x′ = x+ δ̂

3.3. Proposed iterative ensemble method

We proposed a method called iterative ensemble method to im-
prove the transferability of adversarial examples, which outper-
formed all the previous ensemble attack methods. Our method’s
basic idea is to find adversarial examples that could fool all en-
sembled white-box models simultaneously. We adopt an itera-
tive strategy to maximize the attack success rates on all used en-
semble models and achieved more transferable adversarial ex-
amples on black-box models. The iterative ensemble method is
summarized in Algorithm 1.

The algorithm is motivated by [35], which used an itera-
tive algorithm to find an input-independent perturbation called
universal adversarial perturbation. We expect to find adversar-
ial examples with high transferability, which could be regarded
as almost network parameters independent adversarial pertur-
bation. Note that in [35], the attacked model is fixed while the
authors modify the clean input in every iteration. Meanwhile,
we fix the original sample and iterate over the ensembled white-
box models.

Figure 1 gives a simple explanation of the proposed
method. To attack the victim models, we need to push the clean
examples into the space of the adversarial examples, which are
in different domains for different victim models. General at-
tacks like I-FGSM might over-fit to the specific network pa-
rameters θ. Using ensemble-based methods, we could improve
the transferability of adversarial examples by fooling multiple
models simultaneously. We can make full use of the existing
white-box models by using the proposed method.

4. Experimental setup
4.1. Datasets

Following the setting in [20], the paper uses the LA part of
ASVspoof 2019 dataset. We used the log-power magnitude

Figure 1: Illustration of Proposed Iterative Ensemble Method

spectrum as input for all models. Only the first 600 frames of
each utterance were used to extract acoustic features.

We used the LA training set to train our anti-spoofing mod-
els. Due to the computation cost of ensemble-based methods, it
was unfeasible to use the whole dataset dev and eval datasets.
Therefore, We randomly selected 500 spoof audio examples
from the dev set to conduct our adversarial attacks. All the
selected samples were classified correctly by our victim anti-
spoofing models before the attacks. We did not generate ad-
versarial examples from bonafide examples, which would aim
to make anti-spoofing models classify bonafide examples into
spoof audios. We argue bonafide audios are not bonafide any-
more, if we add perturbation on them. Also, we mainly focus
on helping spoof audios to bypass the anti-spoofing systems.

4.2. Implementation details of the countermeasure models

Four countermeasure models were used, i.e., LCNN, SENet50,
Resnet34 and AFNet. LCNN was configured as in [27];
SENet50 and Resnet34 followed the setting in [11]; and AFNet
used the setup in [10].

4.3. XAB listening test

To know the range of imperceptible perturbation, we conducted
a XAB listening test under different levels of perturbation size ε.
Since in our experiments, the perturbation was added into audio
features, the adversarial examples were reconstructed from the
perturbed log-power magnitude spectrum (LPS) and the phase
spectrum of the corresponding original clean audios. Note that
an additive perturbation in LPS domain is not additive in the
reconstructed waveform. Thus SNR, may not be a good metric
to measure the perturbation. We chose 10 listeners to identify
the unknown audio sample X, randomly selected from either
adversarial audio examples or clean audios. Listeners were re-
quired to detect whether the example was selected from refer-
ence source A or reference source B and do the test multiple
times. The result shows that audios with ε ≤ 10 were imper-
ceptible. Adversarial audios can be accessed here.

5. Results and Discussions
The results of attacks are evaluated according to attack suc-
cess rate. We regard an adversarial example as a successful
attack if it can make the victim models fail, i.e., to classify it
as a bona-fide example. We first used MI-FGSM attack to im-
prove the black-box attack success rate. Then the logit ensem-

https://xmhzz2018.github.io/adv-transfer-demo
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Table 1: Ensemble Attack Success Rate (%). The term ens indi-
cates the basic method of ensemble models at logits level. The
term iter-ens indicates our novel iterative ensemble method. ∗
indicates the black-box attacks results. “-” indicates that the
model of the row is not used when generating the attacks.

Victim Attack Method LCNN SENet50 ResNet34 AFNet

FGSM-ens 11* 100 100 100
FGSM-iter-ens 4* 98 100 100

-LCNN I-FGSM-ens 6* 100 100 100
I-FGSM-iter-ens 10* 100 100 100
MI-FGSM-ens 17* 100 100 100
MI-FGSM-iter-ens 24* 100 100 100

FGSM-ens 100 37* 100 100
FGSM-iter-ens 100 19* 100 100

-SENet50 I-FGSM-ens 100 38* 100 100
I-FGSM-iter-ens 100 47* 100 100
MI-FGSM-ens 100 52* 100 100
MI-FGSM-iter-ens 100 67* 100 100

FGSM-ens 100 98 44* 100
FGSM-iter-ens 99 93 25* 100

-ResNet34 I-FGSM-ens 100 100 37* 100
I-FGSM-iter-ens 100 100 58* 100
MI-FGSM-ens 100 100 68* 100
MI-FGSM-iter-ens 100 100 84* 100

FGSM-ens 100 100 100 47*
FGSM-iter-ens 99 99 100 30*

-AFNet I-FGSM-ens 100 100 100 36*
I-FGSM-iter-ens 100 100 100 38*
MI-FGSM-ens 100 100 100 59*
MI-FGSM-iter-ens 100 100 100 61*

Figure 2: I-FGSM Attack Success Rate (%)

ble based method as well as proposed iterative ensemble method
improved the transferability of adversarial examples further. Fi-
nally, we show that a powerful black-box attack can be gener-
ated by combining the above technologies with larger adversar-
ial perturbation.

5.1. Improving transferability with MI-FGSM

Figure 2 and Figure 3 show the results of adversarial attacks
under I-FGSM and MI-FGSM, respectively. Both attacks were
conducted under ε = 5, which is imperceptible according to the
XAB listening test result, with 10 iterations and step sizeα = 1.
We can see that, when we generate white-box attacks–which
means the model used for generating the adversarial examples
and the victim model are the same– these two methods have a
100% success rate. However, adversarial examples by I-FGSM
were hard to transfer. By using MI-FGSM, the transferability
between all models improved.

Figure 3: MI-FGSM Attack Success Rate (%)

Table 2: Transfer Attack Success Rate (%) with Different Size
of Perturbation. “-” indicates that the model of the row is not
used when generating the attacks.

Victim Attack Method eps 1 eps 2.5 eps 5 eps 10

-LCNN MI-FGSM-ens 0 0 17 32
MI-FGSM-iter-ens 0 1 24 80

-SENet50 MI-FGSM-ens 0 11 52 60
MI-FGSM-iter-ens 0 12 67 79

-ResNet34 MI-FGSM-ens 0 13 68 95
MI-FGSM-iter-ens 2 17 84 100

MI-FGSM-ens 0 10 59 86
-AFNet MI-FGSM-iter-ens 1 11 61 97

5.2. Improving transferability with ensemble attacks

We further improved the transferability by ensembling multi-
ple models.Table 1 shows that MI-FGSM, combined with our
iterative ensemble method, consistently outperformed other ap-
proaches, giving the best black-box attack success rate. The it-
erative ensemble always improved the performance of the logit
ensemble when combined with I-FGSM and MI-FGSM. How-
ever, it did not improve with the simple FGSM, indicating that
the iterative ensemble needs to be paired with an attack able to
reach more optimal solutions than FGSM.

5.3. Improving transferability by increasing perturbation

Table 2 shows the MI-FGSM attack results, combined with the
basic and iterative ensemble methods, for different perturbation
size ε. From Table 2, we could find that the larger adversarial
perturbation gives the higher transferability. To generate black-
box attacks using transferability effectively, we needed to keep
the value of ε at least more than 2.5 in the experiments.

6. Conclusions
In this paper, we investigated the transferability of adversar-
ial examples towards attacking spoofing countermeasure sys-
tems. We implemented four types of anti-spoofing models, i.e.,
LCNN, SENet50, ResNet34, AFNet and applied black-box at-
tacks on them. We showed that MI-FGSM could improve the
transferability of adversarial examples. We also proposed a
novel iterative ensemble method, which can be combined with
MI-FGSM to generate adversarial examples with high transfer-
ability. For the future work, we would like to adopt our iter-
ative ensemble method into other domains like image recogni-
tion, speech recognition and speaker verification to improve the
transferability of adversarial examples.
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