INTERSPEECH 2020
October 25-29, 2020, Shanghai, China

Instantaneous Time Delay Estimation of Broadband Signals

BHVS Narayana Murthy'2, J.V. Satyanarayana®, Nivedita Chennupati‘, and B. Yegnanarayana'

!Speech Processing Lab, International Institute of Information Technology, Hyderabad, India.
2Research Centre Imarat, Hyderabad, India.

bhvsnm@rcilab.in, satyanarayana. jv@rcilab

.in,

nivedita.chennupati@research.iiit.ac.in,

yegna@iiit.ac.in

Abstract

This paper presents a method of obtaining the instantaneous
time delay of broadband signals collected at two spatially sep-
arated microphones in a live room. The method is based on
using the complex signals at the output of single frequency fil-
tering (SFF) of the microphone signals. We show that the com-
plex SFF spectrum at each instant can be used to obtain the
instantaneous time delay (TD). By using only the phase of the
SFF spectrum, it is possible to get a better estimate of the TD,
as in the case of the standard GCC-PHAT method. We show
the effectiveness of the proposed method for real microphone
signals collected in a live room. Robustness of the method is
tested for additive babble noise at 0 dB for the live microphone
data. Since we get the TD at every sampling instant, it may be
possible to exploit this feature for two-channel multi-speaker
separation and for tracking a moving speaker.

Index Terms: time delay estimation, cross-correlation, speech
signals, broadband signals, single frequency filtering

1. Introduction

The primary interest in analysing broadband signals like speech
is in the estimation of the characteristics of the sources, i.e., the
number of individual sources, source separation, source local-
ization and tracking. Time delay estimation (TDE) is usually
the first step in these studies [1]. The TDE involves estimat-
ing the time delay between the signals received at two or more
microphones from a broadband source. The related problems
associated with the TDE are:

¢ Direction of Arrival (DoA) estimation
» Tracking the locations of sources

» Estimation of the number of sources
 Separation of the individual sources

The time delay between two source signals z[n] and y[n] arriv-
ing at two different microphones is estimated using the cross-
correlation function of the two signals, given by

Rey(l) = S {alnlyln + 1}, (N —1),< 1< (N -1),
" )

where N is the number of samples. It is assumed that z[n]
and y[n] are normalized signals, with root mean square (RMS)
value of the signal being the normalizing factor.

The cross-correlation function in (1) is computed using the
complex Fourier Transform (FT) of the signals, especially by
weighting the product of the FTs with the inverse of the product
of the magnitudeS of the FTs of the signals. This technique is
known as the GCC-PHAT method [2]. A generalization of this
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approach [3, 4, 5, 6, 7] is to use a suitable weighting function
in the spectral domain before computing the inverse FT. For
broadband signals, the TD is estimated for each frequency band,
and the results are combined. The TDE-based on higher order
statistics was reported in [8, 9]. A survey of major contributions
to TDE spanning over three decades is given in [1].

Sophisticated approaches for TDE are being explored by
deriving a time-frequency (T-F) mask using deep neural net-
works (DNN), and then obtaining the cross-correlation function
for the TDE. The authors in [10] investigate deep learning based
time-frequency (T-F) masking for robust time difference of ar-
rival (TDOA) estimation in noisy and reverberant environments.
The key idea is to leverage the power of the DNN to determine
the T-F units that are relatively clean for the TDOA estimation.
In [11], the authors propose a neural network model for simul-
taneous detection and localization of multiple sound sources.
They employ a likelihood-based encoding of the network out-
put, which naturally allows the detection of an arbitrary number
of sources. In addition, they investigate the use of sub-band
cross-correlation information as features for better localization
from sound mixtures, as well as three different network archi-
tectures based on different motivations. Good performance for
TDE and acoustic source localization was reported using super-
vised training of neural networks in [12].

Recently, a new method based on single frequency filtering
(SFF) of microphone signals is proposed for TDE [13]. The
SFF method gives instantaneous complex SFF spectra. Using
only the SFF magnitude signals, it was shown that the esti-
mated TD gives performance better than the standard GCC-
PHAT method for determining the number of speakers from
multi-speaker mixed signals at two spatially separated micro-
phones in a live room [13].

In this paper, we propose the use of the complex SFF spec-
trum to obtain the TD at each sampling instant. The instanta-
neous TD can be obtained from speech data collected at two
spatially separated microphones in a live room. The paper is or-
ganized as follows. Section 2 gives the steps involved in the
SFF decomposition of signals. Section 3 describes the pro-
posed method for estimating the instantaneous TD, using the
SFF spectra. Section 4 gives the results of the studies with
two microphone signals. The key contributions of the paper
are summarized in Section 5.

2. Single Frequency Filtering

Single Frequency Filtering facilitates decomposition of a signal
into components at individual frequencies. The magnitude and
the corresponding phase as a function of time are obtained at
any desired frequency, by passing the frequency-shifted signal
through a near ideal resonator, whose pole is located at half the
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sampling frequency fs/2. The steps involved in computing the
SFF output at a given frequency f, are as follows [14]:

1. The speech signal s[n] is differenced to reduce any low
frequency trend in the recorded signal. The differenced
signal z[n] is given by

z[n] = s[n] — s[n — 1]. 2)
2. The frequency-shifted signal
xx[n] = z[n]e? " 3)

is obtained by multiplying the differenced signal z[n]
with e’“F™ where i, = ™ — wi = 7 — 27 [/ fs.

3. The signal zx[n] is passed through a single pole filter
given by .

T l4rzl @)

where the pole is located on the negative real axis close

to the unit circle in the z— plane. The value of r = 0.995

is used in this work, although the value is not critical.

The filtered output yy [n] is given by

H(z)

yr[n] = —ryr[n — 1] + zk[n]. Q)

The magnitude ey [n] and the phase 0;[n] of the signal
yk[n] are given by

ex[n] = \/ui,[n] + yi;[n] ©)
and
0x[n] = tan™"( Yniln] (N

yerln]”
where yx,[n] and yx;[n] are the real and imaginary parts
of y[n], respectively.

Since speech samples are correlated and noise samples are
less correlated, ex[n] has some high SNR regions [14], which
can help in better estimation of the time delay. Also, the evi-
dence for the time delay is available at several frequencies due
to the SFF analysis. Effects due to waveform distortion can be
reduced in the SFF outputs, if the signal component at each fre-
quency is considered separately. In this study, the SFF outputs
are extracted for fi of every 10 Hz.

3. Instantaneous TDE from complex SFF
spectra

The SFF magnitude and phase for all frequencies at any instant
constitute the instantaneous complex SFF spectrum. Let y1x[n]
and y2x[n] be the k" component of the complex SFF spectra
from the two microphone signals at the time instant n. Then
] el01k(n]

®

Yie[n] = ex[n

and
J02k[n]

&)

where suffixes 1 and 2 refer to microphone 1 and 2, respectively.
The two SFF spectra y1x[n] and yor[n], K = 0,1,..., K — 1,
are like the Fourier transforms (FT) of the segments of the sig-
nals around n. The inverse Fourier transform of the product
yik[nlyskn], k = 0,1, ..., K — 1, gives a time sequence which
is like cross-correlation sequence at that instant. The location

Yok [n] = ez2r[n]e
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Figure 1: (a) Waveform of microphone-1 signal. (b) Waveform
of microphone-2 signal. (c) Cross-correlation output at a given
instant (shown with ‘red’ stem in (a) and (b)). The ‘red’ stem in
(c) indicates the location of maximum in the cross-correlation
Sfunction.

of the peak in the cross-correlation sequence corresponds to the
instantaneous time delay between the signals received at the two
microphones. The time delay values are limited to the integer
number of time intervals obtained while computing the inverse
Fourier transform of the product of the SFF spectra. The time
resolution can be improved by increasing the number of ap-
pended zeros before computing the inverse Fourier transform.

Dividing the product y1x[n]ys;[n] by the magnitude of the
product gives the phase component of the product for all fre-
quencies. That is, we get

Mygk[n] _ ej(elk[”]_gwc[n])’k =0,1,...K —1 (10)
ly1k[n]yze[nll

This is like GCC-PHAT on signals [2]. The inverse Fourier
transform of this sequence gives an output like a cross-
correlation sequence, with the location of the peak correspond-
ing to the time delay.

4. Results of TDE studies with two
microphone signals

In this section, we discuss the results of studies made with two
microphone signals. In the first study, we have estimated the
time delay between two synthetically delayed signals. The test
signal of a single speaker was taken from the TIMIT corpus
[15]. A delayed version of the signal is created with a known
integer delay, which serves as the ground truth for the experi-
ment. In the second study, utterances from two speakers from
the TIMIT corpus are added with different delays. In the third
study, speech utterances from two speakers are recorded using
two spatially separated microphones in a live room. Note that in
this case, the ground truth of the time delay is not known. In the
fourth study, speech uttered by a moving speaker is recorded by
two spatially separated microphones in a live room.

Fig. 1(a) shows an utterance of a single speaker taken from
TIMIT corpus which is considered as mic-1 signal. Fig. 1(b)
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Figure 2: (a) Waveform of microphone-1 signal for a single
speaker, (b) Normalized cross-correlogram (cross-correlation
function computed at each instant) is plotted using color reflect-
ing the amplitude, and (c) histogram of the time delays obtained
from the cross-correlation function given in (b).

shows the same utterance in Fig. 1(a) delayed by 23 samples,
and is considered as mic-2 signal. Fig. 1(c) shows the cross-
correlation function computed at the given instant (shown by
the red lines in Fig. 1(a) and Fig. 1(b)) for mic-1 and mic-2
signals, respectively. In Fig. 1(c), the location of the peak in
the cross-correlation function is shown with a red line, which
correspond to the time delay at that instant.

The time-delay is estimated at each instant using the cross-
correlation function obtained from the complex SFF outputs as
shown in in Eq (9). Fig. 2(a) shows the waveform of mic-
1 signal and Fig. 2(b) shows the normalized cross-correlation
function at each instant called normalized cross-correlogram,
plotted using color reflecting the amplitude values. The cross-
correlation function at each instant is normalized with the peak
value before plotting as a cross-correlogram in Fig. 2(b). We
can observe a constant line at the 23" sample, corresponding to
the actual time-delay. A histogram of the estimated time delays
is shown in Fig. 2(c). The location of the peak of the histogram
is at the 23"¢ sample, corresponding to the time-delay. The
peak value of the histogram indicates that at more than 80%
of the instants in the speech signal, the time-delay is estimated
correctly, while at the other 20% of the instants the estimated
time-delay is wrong due to low signal-to-noise ratio (SNR) or
silence regions in the speech signal.

The time-delay estimation using the proposed method is
also evaluated on synthetically mixed two speaker data. Two
utterances from the TIMIT corpus are randomly selected, and
are mixed to get mic-1 signal. In mic-2 signal, one of the ut-
terance is delayed by -16 samples and the other utterance is de-
layed by 12 samples, and the delayed signals are mixed. Fig.
3(a) shows the mic-1 signal for the two speaker case, and 3(b)
shows the normalized cross-correlation function at each instant
(i.e., normalized cross-correlogram) plotted using color reflect-
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Figure 3: (a) Waveform of microphone-1 signal, (b) Normalized
cross-correlogram (cross-correlation computed at each instant)
for two speaker case synthetically generated using TIMIT sen-
tences, and (c) histogram of the time delays obtained from the
cross-correlation function shown in (b).

ing the amplitude values. Fig. 3(c) shows the histogram of the
values in Fig. 3(b). The two strong peaks in the histogram indi-
cate the presence of two speakers in the signal, and the location
of the peaks at 12 and -16 indicate the delays between the mi-
crophones for each of the two speakers.

Fig. 4(a) shows the mic-1 signal for the two speaker case
recorded in a live room, and Fig. 4(b) shows the normal-
ized cross-correlation function at each instant (i.e., normalized
cross-correlogram). Fig. 4(c) shows the histogram of the time
delay values in Fig. 4(b). The two peaks in the histogram
(pointed by red arrow) indicate the delays between the micro-
phones for each of the two speakers.

Fig. 5(a) shows the mic-1 signal for a moving speaker
case, recorded in a live room. Fig. 5(b) shows the normal-
ized cross-correlation function at each instant (i.e., normalized
cross-correlogram). The curved dark red line (starting around 0
samples and proceeding to negative delay) shows the trajectory
of the time-delay of the moving speaker.

The robustness of the proposed instantaneous TDE is ex-
amined for the two speakers live data given in Fig. 4. Babble
noise at 0 dB SNR (signal-to-noise ratio) is added to each mi-
crophone signal, and the resulting TDE plots are shown in Fig.
6. Fig. 6(b) shows the time delay indicated by dark red lines for
the two speakers in the cross-correlogram plot. Fig. 6(c) shows
the histogram plot indicating the presence of two speakers even
at 0 dB SNR.

Fig.7 shows the cross-correlation values as a function of
time at delays 77 = —7 samples and 7> = 6 samples for the
two speakers live data given in Fig. 4. These values indicate
the time intervals where each of the speakers are present. Note
that there are some overlapping regions, indicating the overlap-
ping speech of two speakers. This feature of instantaneous time
delay may help in separating the speech of individual speakers
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Figure 4: (a) Waveform of microphone-1 signal, (b) Normalized
cross-correlogram (cross-correlation computed at each instant)
for two speaker case recorded in live room, and (c) histogram of
time delays obtained from the cross-correlogram shown in (b).
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Figure 5: (a) Waveform of microphone-1 signal, (b) Normalized
cross-correlogram (cross-correlation computed at each instant)
for a moving speaker recorded in a live room.

from the two microphone mixed signals.

5. Conclusion

In this paper, a method for computing the instantaneous TD be-
tween speech signals, received at two spatially separated mi-
crophones, was proposed. This was possible because of the
SFF decomposition of the signals, which makes the signal com-
ponent available at any desired frequency. While the studies
reported in [13] make use of only the magnitude of the SFF
spectrum, the method proposed in this paper extends the idea to
include the SFF phase. This allows for the computation of the
instantaneous time delay. To the author’s knowledge, this is the
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Figure 6: (a) Waveform of microphone-1 signal, (b) Normalized
cross-correlogram (cross-correlation computed at each instant)
for two speaker case recorded in live room degraded by babble
noise at 0 dB SNR, and (c) histogram of time delays obtained
from the cross-correlogram shown in (b).
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Figure 7: Normalized cross-correlation output at delay of -7
samples and 6 samples corresponding to two peaks (two speak-
ers) in histogram shown in Fig. 4(c).

first time a method for obtaining the time delay at every sam-
pling instant is proposed for data collected in a live room, while
the speakers are speaking simultaneously. With the availability
of the instantaneous time delay, the studies can be extended for
multi-speaker separation and also for tracking the movement of
a speaker in a live room. It is also possible to track multiple
speakers by tracking multiple peaks, as the time delay due to
each speaker will be distinct. But it is applicable under the con-
straint that the speakers and the microphones are approximately
in the same plane, as we use only two microphones to collect the
data. Since the time delay is directly controlled by the phase,
this study may be extended for TDE by making use of only the
phase information in the SFF spectra of the two microphone
signals.
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