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Abstract
In this work, we propose a new approach for multimodal emo-
tion recognition using cross-modal attention and raw waveform
based convolutional neural networks. Our approach uses audio
and text information to predict the emotion label. We use an au-
dio encoder to process the raw audio waveform to extract high-
level features from the audio, and we use text encoder to extract
high-level semantic information from text. We use cross-modal
attention where the features from audio encoder attend to the
features from text encoder and vice versa. This helps in de-
veloping interaction between speech and text sequences to ex-
tract most relevant features for emotion recognition. Our exper-
iments show that the proposed approach obtains the state of the
art results on IEMOCAP dataset [1]. We obtain 1.9% absolute
improvement in accuracy compared to the previous state of the
art method [2]. Our proposed approach uses 1D convolutional
neural network to process the raw waveform instead of spectro-
gram features. Our experiments also shows that processing raw
waveform gives a 0.54% improvement over spectrogram based
modal.
Index Terms: multimodal emotion recognition, cross-modal at-
tention, 1D-CNNs.

1. Introduction
Speech emotion recognition is one of the key components for
human-computer interaction systems. Humans express their
emotions in various ways, including speech, facial expression,
and so on. Studies have proved that emotion recognition us-
ing speech alone is ineffective for building emotion recognition
models, but with extra guiding signals like face expression and
the spoken content, we can get the emotion recognition work-
ing at a good accuracy level. In this paper, we study emotion
recognition using audio and text.

Many algorithms have been proposed in the past for speech
emotion recognition. Before the era of deep learning, many
people proposed machine learning algorithms like Support vec-
tor machines, hidden markov models, Gaussian mixture mod-
els, and so on. Work by [4] propose to use HMM and SVM
for speech emotion recognition. Work done by [5] uses GMMs
for speech emotion recognition. Recent developments in deep
learning techniques have shown to improve emotion recognition
performance. Deep learning[3] has been successfully used by
many fields in the speech area, including speech recognition [6],
speaker recognition [7], speaker diarization [8], and so on. Most
of the recent works on speech emotion recognition involve deep
learning due to effectiveness in extracting very good high-level
features from the audio, which helps in improving classification
accuracy. Recently [10] propose to use deep neural networks
to extract high-level features from audio and then uses extreme
learning machines to predict class labels from these high-level
features. Convolutional neural networks are very well known

in the computer vision community due to their efficiency and
effectiveness in extracting good features. Convolution neural
network has also been used for speech emotion recognition by
[11], and it is shown to perform well for SER task. Since
speech is a temporal sequence, Recurrent neural networks are
the best fit for processing speech signals. Work by [12] shows
that using Recurrent neural networks(Bi-LSTM) is better for
extracting high-level features and helps improving speech emo-
tion recognition accuracy. The recent trend in Multimodal emo-
tion recognition has shown that Multimodal emotion recogni-
tion performs better than unimodal emotion recognition models
due to additional information provided by the second modality.
Recent work in [13] uses both audio and transcript information
for emotion recognition. Work done by [14] uses phoneme em-
beddings extracted from the text as a piece of extra information
during classification. Recently [15] used speech embedding as
an extract guiding signal along with speech features in a mul-
timodal setting to improve emotion recognition accuracy. The
recent development of attention models [9] has shown perfor-
mance improvement in most of the sequence-related problems.
Recently H. Xu et al. [2] shows that using an interactive at-
tention model for multimodal emotion recognition can improve
the emotion recognition system performance. In recent years,
convolutional neural networks are shown to handle raw wave-
forms directly instead of handcrafted features[17,18,19]. These
models can be trained end-to-end using back-propagation. Once
these networks are trained with back-propagation, the model
will extract very good emotion-specific features which help in
improving systems performance. Many studies have proved that
learning features from raw audio give better performance than
using handcrafted features as input to the neural networks.

In this work, we propose cross-modal attention to learn in-
teractive information between audio and text modality for mul-
timodal emotion recognition. Our model has two networks
called audio encoder and text encoder. The audio encoder takes
raw audio waveform as input and applies 1D convolution oper-
ations, followed by LSTM, to obtain higher-level features from
raw audio data. Similarly, the text encoder processes the word
vectors using a 1D convolutional layer, followed by LSTM to
obtain a higher-level feature sequence. Cross-modal attention
is applied to the output sequences from audio encoder and text
encoder, which helps in finding the interactive information be-
tween the audio and text sequences and thus helps in improving
the performance. Our approach uses raw audio waveform as
input to audio encoder instead of handcrafted features. Since
audio encoder has 1D convolution operations, it learns features
automatically during training. Our experiments show raw wave-
form processing gives better accuracy compared to spectrogram
features. We conduct all the experiments on the IEMOCAP
dataset. Specifically we use emotion classes which includes
angry, happy,sad and neutral and we combine happy and ex-
citement into happy class.
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Figure 1: Proposed model architecture.

The organization of the paper is as follows. Section 2 ex-
plains our proposed approach in detail. In section 3, we give
details of the dataset. In section 4, we explain our experimental
setup in detail. Finally section 5 contains our results.

2. Proposed approach
In this paper, we propose a new architecture for multimodal
emotion recognition. Our model uses both audio and text infor-
mation to obtain better classification performance. The model
architecture is shown in Figure 1. The proposed architec-
ture consists of 2 streams, audio encoder (ENC1) and text en-
coder(ENC2) as shown in the figure. The audio encoder con-
sists of a series of 1D convolutions followed by a Bi-LSTM
layer to extract high-level feature representations from the raw
audio waveform. Similarly, the text encoder (ENC2) takes se-
quence of Glove embeddings [20] for every sentences and feeds
them a single 1D convolutional layer followed by a Bi-LSTM
layer to obtain high-level semantic representations. These two
feature sequences are fed into a cross-modal attention module
in the audio encoder and text encoder, as shown in Figure 1.
The cross-modal attention module in the audio encoder stream
(CMA-1) takes the output from Bi-LSTM of the audio encoder
as query vectors and output from the Bi-LSTM of the text en-
coder as key and value vectors and applies multi-head scaled
dot product attetion. Similarly, The cross-modal attention mod-
ule in the text encoder stream (CMA-2) takes the output from
Bi-LSTM of the text encoder as query vectors and output from
Bi-LSTM of the audio encoder as key and value vectors and ap-
plies multi-head scaled dot product attention. This helps in find-
ing the interactive information between audio and text feature
sequences. The CMA-1 and CMA-2 helps in selecting features
which more relevant and helpful for emotion recognition. We
finally pool the features from both CMA-1 and CMA-2 using
statistics pooling layer. These pooled features are concatenated
and fed to the softmax layer to predict the emotion label. We
explain these blocks in detail in the following section.

2.1. Audio encoder

The audio encoder processes audio data in order to extract fea-
tures that are useful for better emotion classification. The audio
encoder consist of three 1D convolutional layers followed by
a single Bi-LSTM layer. The audio encoder takes raw wave-

form as input and applies sequence of 1D convolution opera-
tions to extract meaningful features from the raw audio. Each
convolutional block consist of a convolution operation followed
by Batch normalization,Relu and max pooling operation as de-
scribed in Figure 1. Each convolutional layer has its own ker-
nel size and filters. we have [1x3,1x5,1x7] filter size for Conv-
1, Conv-2 and Conv-3 layer respectively. Similarly, we have
[64,100,100] filters for Conv-1, Conv-2 and Conv-3 layer re-
spectively. Since convolutional layer does not capture tempo-
ral information, we use Bi-LSTM right after convolution. Let
Xn = [x1, x2..xn, ...xN ] be raw audio sequence with N
samples.

FA = Convolution(Xn) (1)

Where, Convolution is a sequence of 3 1D convolutional
layers applied to the raw waveform Xn as shown in Figure
1. After convolution, we obtain a feature sequence FA =
[f1, f2.....fT ] of length T (T<<N). Typically after the convo-
lution operation, FA can be looked as a feature matrix whose
x-axis is a time dimension, and the y-axis is a feature dimen-
sion. The feature dimension is the same as the number of filters
in the last convolutional layer. In our case, the feature dimen-
sion is 100, as the number of filters in the last convolutional
layer is 100. Since convolution can’t capture temporal informa-
tion, we use Bi-LSTM to process the feature vectors from the
convolutional block.

HA = Bi-LSTM(FA) (2)

Where Bi-LSTM represents a single bidirectional LSTM
layer whose hidden dimension is 100. HA = [h1, h2.....hT ]
represents the output sequence from the Bi-LSTM layer.

2.2. Text encoder

The text encoder model processes sequence of word embed-
dings extracted using the Glove word embedding model [20].
The text encoder(ENC2) consists of a single 1D convolutional
layer followed by a single Bi-LSTM layer. Text encoder takes
sequence of N-word embeddings W T = [w1,w2.....wN ] as
input to 1D convolutional layer, where wi is a 300 dimensional
Glove word embedding for the ith word. We set N to be 50
in our experiments. The convolutional layer acts as a projection
layer where it projects the word embedding dimension from 300
to 100 and does not alter the time dimension.

F T = Convolution(W T ) (3)

Where FA = [f1, f2.....fN ] is a feature sequence after
convolution operation. It can be noted that W T and F T has
the same number of frames due to kernel size one during con-
volution operation. After convolutional layer, the text encoder
passes feature sequence F T to Bi-LSTM to capture high-level
semantic and syntactic information.

HT = Bi-LSTM(F T ) (4)

Where Bi-LSTM represents a single bidirectional LSTM
layer whose hidden dimension is 100. HT = [h1, h2.....hN ]
represents the output sequence from the Bi-LSTM layer.

2.3. Cross modal attention

Attention is a very well known concept in deep learning, es-
pecially for temporal sequences. Attention models have shown
state of the art results in various fields like, speech recognition,
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Figure 2: Cross modal attention. CMA-1 (left) represents cross
modal attention from audio to text and CMA-2(right) represents
cross modal attention from text to audio

speaker identification, language identification so and on. Vari-
ous attention models are invented over the past, which includes
dot product attention, locality-sensitive attention, additive atten-
tion, so on. In our case, we use a special type of attention called
multi-head scaled dot product attention [22]. The scaled dot
product attention is the core building block of cross-modal at-
tention. The scaled dot product attention in multi-head settings
are described in [22]. A detailed Cross-modal attention block is
shown in Figure 2.

The cross-modal attention consists of Multi-head attention
layers. The multi-head attention (MHA) layers consists of
multi-head scaled dot product attention, matrix multiply, and
position-wise feed-forward layer, as shown in Figure 2. The
MHA block consists of M linear layers for query Key and Value
matrices, where M is the number of heads in the multi-head
attention. The MHA takes audio features and text features as
input and applies attention logic to find the interactive infor-
mation between the modalities. The inputs to the cross-modal
attention blocks are query key and values, as shown in Figure 2.
The cross-modal attention block takes audio feature or text fea-
tures from Bi-LSTM and applies linear transform to create Qi,
Ki and Vi using ith linear transform where, i = [1,2.....M ]
and M is the total number of attention heads. The Qi, Ki and
Vi are fed into scaled dot product attention layer followed by
matrix multiplication between the value matrix and attention
weights. The scaled dot product attention Ai for ith head is
defined as follows.

Ai = Softmax(
QiKi

dq
)Vi (5)

Where, dq is the dimension of the query vector. We com-
bine the attention output from all the heads using simple con-
catenation and feed them into the feed-forward layer.

A = Concat(A1,A2,A3...Ai.....AM )W0 (6)

In our case, we have 2 cross-modal attention modules
CMA-1 and CMA-2. The CMA-1 is responsible for finding
interactive information from audio to text, and CMA-2 is re-
sponsible for computing the interactive information from text
to audio. In the case of CMA-1, we consider HA as a query

matrix and HT as the key and value matrix. Similarly, in the
case of CMA-2, we consider HT as a query matrix and HA

as the key and value matrix. This process makes sure the at-
tention is applied in both directions to capture interactive fea-
tures which are helpful for better emotion classification. We
use layer normalization[20] before linear transformation during
attention computation, which helps in faster convergence dur-
ing training. Both CMA-1 and CMA-2 consists of 2 multi-head
attention (MHA) blocks in our architecture. The audio feature
matrix HA consists of T vectors, each of dimension 100 and
text feature HT consist of N vectors of dimension 100.

2.4. Statistics pooling

The statistics pooling layer computes the mean and standard
deviation across time in a feature sequence. Statistics pooling
helps in pooling the features across time to obtain a single fea-
ture representation for classification. The mean and standard
deviation are concatenated to obtain the second-order statistics
of the feature sequence from CMA-1 or CMA-2. We finally
concatenate second-order statistics from CMA-1 and CMA-2
for further classification.

PA = Concat(mean(Aa), std(Aa)) (7)

P T = Concat(mean(At), std(At)) (8)

Where, Aa, At are the outputs from CMA-1 and CMA-2
respectively. PA is a pooled feature vector from Aa and P T is
a pooled feature vector from At . Both P T and P T are having
same dimension.

3. Dataset
We conduct all our experiments on the IEMOCAP dataset[1].
IEMOCAP data is a publicly available research dataset for emo-
tion recognition. IEMOCAP dataset contains information about
face video along with the text and audio, and hence it is useful
in multimodal emotion research. The dataset contains 12hrs
of recording. The data is recorded during a conversation be-
tween 2 people and are manually annotated by human annota-
tors. The dataset has ten speakers and five sessions. In each
session, two person conversations is recorded, segmented into
sentences, and labeled by professionals, and they are validated
by three different evaluators. The dataset consists of a total
of 5531 utterances from all five sessions. We use 4 emotions
angry(1103), happy(1636), neutral(1708) and sad(1084). The
happy data is a combination of happy and excited class. Dur-
ing training, we use leave-one-out session cross-validation tech-
nique as proposed in previous publications. We keep four ses-
sions for training and test on the remaining session, and we re-
peat this procedure for all the five sessions. The final accuracy
is the average of all test sessions.

4. Experiments
Our proposed approach consists of 2 streams, audio en-
coder (ENC1), text encoder (ENC2), and cross-modal
attention(CMA-1 and CMA-2). The input to the audio encoder
is a raw audio signal of 10sec duration. Since the sampling
frequency of the audio data is 16KHz, we feed 160000 sam-
ples into the audio encoder. If the audio length is more than
10sec long, we crop the first 10sec. If the audio length is less
than 10sec, we pad zeros. The audio encoder is a sequence of
3 convolutional layers with filer [1x3,1x5,1x7] and number of
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filters [64,100,100]. Each of these convolutional layers con-
sists of 1D convolution operation, 1D-batch normalization, and
1D max pooling. The initial convolutional layers of the audio
encoder help in reducing the temporal dimension of the input
data and also helps in extracting relevant features for emotion
recognition. The output of the convolutional block from the
audio encoder is fed to a Bi-LSTM with a hidden size of 100
and 0.2 dropout. Similarly, the text encoder has a single 1D
convolutional layer with 100 filters, and the filter size is kept
to 1. The input to the text encoder is a sequence of word em-
beddings extracted using Glove word embedding models. We
assume maximum of 50 words in each sentence. The dimen-
sion of each word embedding is 300. The convolutional layer
in the text encoder acts as a projection layer and the output of
which goes to a Bi-LSTM with a hidden layer size of 100. We
also use a dropout of 0.2 for the Bi-LSTM in the text encoder.
The output of Bi-LSTM layers is 200 dimensions, as the hid-
den dimension is 100. We use projection layers to project this
200 dimension vectors into 100 dimensions. We use two lay-
ers of Multi-head attention for both CMA-1 and CMA-2. Each
multi-head attention(MHA) layer uses ten attention heads and
layer-normalization before scaled dot product operation. The
forward feed layer inside MHA has a hidden dimension similar
to its input, which, in our case, is 100. We use Adam optimizer
[21] with a learning rate of 0.001. We use Pytorch [27] frame-
work for implementation. All our models are trained on RTX
2080Ti Graphics cards.

5. Results
In this section, we compare our system with the recent state
of the art system proposed for multimodal emotion recognition
on IEMOCAP. Our system consists of an audio encoder that
encodes raw audio using convolutional layers in order to ex-
tract meaningful feature representations from audio, and we use
text encoder to extract high-level semantic information from
word embeddings. We use cross-modal attention to compute
the interactive information between the two modalities in or-
der to improve system performance. It can be shown that our
model outperforms the recently proposed state of the art sys-
tem [2] by 1.9% absolute improvement in unweighted accuracy
(Also known as class accuracy) as it can be seen in Table 1(Last
row). Our method also shows that using raw waveform pro-
cessing instead of handcrafted features can help in improving
system performance. We show 0.52% absolute improvement
in performance by using raw waveform processing instead of
handcrafted features like spectrogram features, as it can be seen
in Table 1(second last row). For this experiment, we used 257
dimensions spectral feature extracted for every 25ms window
with a 10ms shift. We compute spectral features for 10sec au-
dio and use it as input to the model.

Table 1: Comparison of previous multimodal emotion recogni-
tion systems. Bold indicates the best performance

System Unweighted Accuracy

E-Vector [29] 57.25%
MCNN + LSTM [13] 64.33%
MCCN+phoneme embeddings [14] 68.50%
H.Xu et. al [2] 70.90%
CMA+spec (proposed) 72.24%
CMA+Raw waveform (proposed) 72.82%

Table 2: Comparison of uni-modal emotion recognition models.
Bold indicates the best performance

System Unweighted Accuracy

Audio-only
TDNN+LSTM [18] 60.70%
LSTM+Attn [28] 58.80%
Self-Attn+LSTM(Ours) 55.60%

Text-only
H.Xu et. al [2] 57.80%
Speech-Embedding [15] 60.40%
Self-Attn+LSTM 65.90%

We conduct experiments on different modalities to see the
performance variations. We wanted to see our model perfor-
mance on unimodal experiments, and we conduct audio-only
and text-only experiments on the same dataset. For the audio-
only experiment, we use the same audio encoder and Cross-
modal attention and statistic pooling, but since we do not have
text modality, we feed the audio features itself as query, key,
and value vectors to cross-modal attention block. This setting is
known as self attention in literature. Our audio-only experiment
consist of a three convolutional layers, a single layer LSTM
and a self attention layer. The performance of the audio-only
experiment is show in Table 2(row 4). Similarly, for the text-
only experiment, we feed text features itself as query key and
value vectors to cross-modal attention block. Our text-only ex-
periment consist of a single convolutional layer, a single layer
LSTM and a self attention layer.The performance of text-only
experiment model is show in Table 2(last row).

6. Conclusions
Speech emotion recognition is one of the most challenging and
still unsolved problem in the speech community. In this work,
we propose a new approach for multimodal emotion recogni-
tion using raw waveform based convolutional neural network in
combination with cross-modal attention. Our approach uses raw
audio processing using 1D convolutional models, and cross-
modal attention networks between audio and text feature in or-
der to obtain better emotion recognition system performance.
Our approach shows that features extracted from raw audio and
cross-modal attention mechanism can compute the interactive
information between audio and text sequences, which are very
helpful for emotion classification. Our experiments show that
proposed architecture achieves the state of the art emotion clas-
sification accuracy on IEMOCAP dataset [1].
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