INTERSPEECH 2020
October 25-29, 2020, Shanghai, China

Learning Complex Spectral Mapping for Speech Enhancement with Improved
Cross-corpus Generalization

Ashutosh Pandey', DeLiang Wang'*

!Department of Computer Science and Engineering, The Ohio State University, USA
2Center for Cognitive and Brain Sciences, The Ohio State University, USA

pandey.99@osu.edu,

Abstract

It is recently revealed that deep learning based speech enhance-
ment systems do not generalize to untrained corpora in low
signal-to-noise ratio (SNR) conditions, mainly due to the chan-
nel mismatch between trained and untrained corpora. In this
study, we investigate techniques to improve cross-corpus gener-
alization of complex spectrogram enhancement. First, we pro-
pose a long short-term memory (LSTM) network for complex
spectral mapping. Evaluated on untrained noises and corpora,
the proposed network substantially outperforms a state-of-the-
art gated convolutional recurrent network (GCRN). Next, we
examine the importance of training corpus for cross-corpus gen-
eralization. It is found that a training corpus that contains utter-
ances with different channels can significantly improve perfor-
mance on untrained corpora. Finally, we observe that using a
smaller frame shift in short-time Fourier transform (STFT) is a
simple but highly effective technique to improve cross-corpus
generalization.

Index Terms: speech enhancement, complex spectral mapping,
channel generalization, robust speech enhancement, cross-
corpus generalization

1. Introduction

Background noise in a real-world environment degrades the
intelligibility and quality of a speech signal for human lis-
teners. Also, it severely degrades the performance of many
speech-based applications, such as automatic speech recogni-
tion, telecommunication, and hearing aids. Speech enhance-
ment aims at removing the background noise from a speech sig-
nal. It is used as a preprocessor in speech-based applications to
improve their performance in noisy environments.

In the past few years, deep learning based supervised ap-
proaches have become the mainstream for speech enhance-
ment [1]. Primary methods for supervised speech enhancement
use time-frequency (T-F) masking or spectral mapping that en-
hance only the spectral magnitude of the noisy speech signal
[2, 3, 4,5, 6,7]. This is primarily because the spectral phase
was considered unimportant for speech enhancement [8], and it
exhibits no clear spectro-temporal structure amenable to super-
vised learning [9].

A later study revealed that the phase plays an important role
in the quality of enhanced speech, especially in low SNR condi-
tions [10]. Williamson et al. [9] first studied supervised speech
enhancement in the complex domain. A key insight is the use of
the Cartesian representation of a complex spectrogram instead
of the widely used polar representation (magnitude and phase),
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and the real and the imaginary components of the Cartesian rep-
resentation exhibit clean spectro-temporal structure, amenable
to supervised training [9]. Consequently, algorithms have been
developed to jointly enhance both the magnitude and the phase
[9, 11, 12, 13, 14].

There are two popular approaches to complex spectrogram
enhancement: complex ratio masking [9, 13] and complex spec-
tral mapping [11, 12, 14]. In complex ratio masking, the real
and the imaginary part of a complex-valued mask is used as the
training target. The complex-valued mask is derived using the
noisy and the clean spectrogram. Complex spectral mapping,
on the other hand, uses the real and the imaginary part of the
clean spectrogram.

It is recently revealed that deep learning based speech en-
hancement systems do not generalize to untrained corpora [15].
A large degradation is observed in enhancement performance
on untrained corpora in low SNR conditions. It is established
that the main factor for degradation is the channel mismatch
between training and test corpora. The authors propose sev-
eral techniques to improve cross-corpus generalization, such as
channel normalization, a better training corpus, and a smaller
frame shift in STFT. The proposed techniques obtain signifi-
cant improvements on untrained corpora for an ideal ratio mask
(IRM) [2] based bidirectional LSTM (BLSTM) network [15].

For speech enhancement, complex spectral mapping is
found to be superior to spectral mapping [11, 12, 14]. However,
in [15], the authors find that a complex spectral mapping based
convolutional recurrent network [16] fails on untrained corpora,
and is worse than a spectral mapping based network. Further,
channel normalization techniques based on spectral or cepstral
normalization do not apply to complex spectrogram. Therefore,
new techniques needs to be developed to improve cross-corpus
generalization of complex spectral mapping.

In this study, we investigate techniques to improve cross-
corpus generalization of complex spectrogram enhancement.
We propose an LSTM network for complex spectral mapping,
and develop both causal and non-causal systems. All the de-
veloped models are evaluated on untrained noises and corpora.
The proposed network obtains significantly better enhancement
results than a state-of-the-art GCRN [12].

To examine the importance of training corpus, we train
LSTM and GCRN using two different corpora: WSJ-SI-84
(WSJ) [17] and LibriSpeech [18]. WSJ contains utterances with
similar channels, whereas LibriSpeech contains utterances with
different channels. Therefore, LibriSpeech should aid cross-
corpus generalization. We find LibriSpeech to be substantially
better than WSJ for both LSTM and GCRN.

Finally, we compare different frame shifts in STFT for
LSTM and GCRN. We find that using a smaller frame shift
in STFT is a simple and highly effective technique to improve
cross-corpus generalization for complex spectral mapping.
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The rest of this paper is organized as follows. We describe
complex spectral mapping in Section 2. The techniques to im-
prove cross-corpus generalization are given in Section 3. Ex-
periments are discussed in Section 4. Section 5 concludes this

paper.

2. Complex Spectral Mapping for Speech
Enhancement

Given a clean speech signal s and a noise signal n, the noisy
speech signal y is modeled as

y[k] = s[k] + n[k] (M

where {y,s,n} € RM™*! M represents the number of sam-
ples in the signal, and k is the time sample index. The goal of
speech enhancement is to get a close estimate 8 of s given y.
Taking STFT on both sides in Eq. (1), we get

Yir =St + Nuy @)

where {Y, 8, N} € R”*F. Y, S and N respectively repre-
sent the STFTs of y, s, and nn. t and f denote the frame and the
frequency index. 7" is the number of frames, and F' is the num-
ber of frequency bins. In polar coordinates, Eq. (2) becomes

[Yisle'™0s =18y ple50s 4 [Ny gle™Mer - (3)

where |z| and 6., respectively, denote the magnitude and the
phase of a complex variable z. Generally, speech enhancement
is formulated as a magnitude enhancement problem in which
|Y'| is used to get a close estimate, |S/|, of |S|. The enhanced
magnitude is combined with the noisy phase to get the enhanced
STFT. N N ‘

Sip = |80zl @)
Finally, inverse STFT (ISTFT) is used to obtain the enhanced
waveform 3. R

§ = ISTFT(S) (5)

Complex spectrogram enhancement, on the other hand, aims
at enhancing both the magnitude and the phase. Phase enhance-
ment is considered difficult as it does not exhibit a clear spectro-
temporal structure amenable to supervised learning [9]. How-
ever, the magnitude and the phase can be jointly enhanced by
exploiting the Cartesian representation of STFT. In Cartesian
coordinates, a complex variable z is represented as

6

where 2" and z*, respectively, denote the real and the imaginary
part of z. Using Eq. (6) in Eq. (2), we obtain

Vi +iYiy =S+ Nip+i(Sip +Niy) (D
In this representation, speech enhancement is formulated as a
problem of enhancing the real and the imaginary part of the
noisy STFT. In other words, Y is used to get the close estimates,

S" and S, of S” and S, respectively. The enhanced STFT is
obtained using the following equation.

§tf = §:’f + ’L'gti’f
Finally, Eq. (5) is used to obtain the enhanced waveform s.
In complex spectral mapping, a DNN is used to jointly com-
pute S” and S using Y as the input. The input to the DNN is
formed by concatenating Y" and Y. Similarly, the output of
the DNN is a concatenation of S™ and S*. In this study, we
employ an LSTM network for complex spectral mapping. The

proposed framework for complex spectral mapping is shown in
Fig. (1).
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Figure 1: The proposed framework for complex spectral map-
ping.
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3. Improving Cross-corpus Generalization

We have proposed the following techniques to improve cross-
corpus generalization for complex spectral mapping.

3.1. Model Architecture

Model architecture can have a significant impact on cross-
corpus generalization. A model with better performance on a
trained corpus does not necessarily obtain a better performance
on an untrained corpus [15]. For example, it has been shown
in [15] that the architectures such as CRN [16], AECNN [19],
and TCNN [20], that are superior to LSTM on a trained corpus,
are worse than LSTM on untrained corpora. We investigate the
following two architectures for complex spectral mapping.

3.1.1. GCRN

GCRN is a recently proposed architecture for complex spectral
mapping and represents state-of-the-art on WSJ [12]. It is an
encoder-decoder based architecture with skip connections. A
network with two LSTM layers is inserted between the encoder
and the decoder for a recurrent context aggregation. The de-
coder has two branches; one for the real part and the other for
the imaginary part. The encoder and decoder consist of convo-
lutions with gated linear units [21]. The input to the network
is Y arranged as a 4D signal of shape [BatchSize,2,T, F].
Y " and Y are stacked along the second dimension represent-
ing the channels in the input. The LSTMs in the GCRN are re-
placed with bidirectional LSTMs (BLSTMs) to get a non-causal
GCRN [12]. We denote non-causal GCRN as NC-GCRN in our
results.

3.1.2. LSTM

We propose to use an LSTM network for complex spectral map-
ping. The network consists of four LSTM layers with one lin-
ear layer at the input and the output. An illustrative diagram of
the proposed LSTM network is shown in Fig. (1). The input
to the LSTM network is Y arrranged as a 3D signal of shape
[BatchSize,T,2 - F]. Y" and Y are concatenated along the
third dimension. The output layer has 2 - F" units to output S

and ' together. We replace LSTMs with BLSTMs to get a
non-causal speech enhancement system.

3.2. Training Corpus

Corpus channel is one of the major factors for performance
degradation on untrained corpora [15]. The channel of an ut-
terance is defined as the stationary component acquired due
to fixed recording conditions, such as microphones and room
acoustics. A corpus such as WSJ is recorded in a controlled
environment, and hence contains utterances with similar chan-
nels. LibriSpeech, on the other hand, contains audios that are
recorded by many volunteers across the globe, implying that
it contains utterances with different channels. Therefore, WSJ
is more likely to overfit on corpus compared to LibriSpeech.
In [15], the authors find LibriSpeech to be highly effective for
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Figure 2: STOI and PESQ comparisons between NC-GCRN and
BLSTM. a) Trained on WSJ, b) Trained on LibsriSpeech.

cross-corpus generalization. In this study, we compare Lib-
riSpeech and WSJ, which is a widely utilized corpus for speech
enhancement and other related tasks.

3.3. Frame Shift

In an STFT computation for speech enhancement, a frame shift
equal to the half of the frame size typically is used, and overlap-
and-add (OLA) is used for final reconstruction in the time do-
main. However, using a smaller frame shift leads to multiple
predictions (> 2) for a given T-F unit, and these multiple pre-
dictions are averaged in OLA stgae. The simple idea of using
a smaller frame shift can lead to a significant improvement in
cross-corpus generalization [15]. Further, using a smaller frame
shift leads to better performance on trained corpus as well [22].
In this study, we compare two different frame shifts: half of the
frame size and quarter of the frame size, and illustrate that us-
ing a smaller frame shift is a simple and effective technique to
improve cross-corpus generalization.

4. Experiments
4.1. Datasets

We train all the models on WSJ and LibriSpeech. The WSJ
training set consists of 6385 utterances of 77 speakers. The
LibriSpeech training set consists of 252702 utterances of 2087
speakers. Noisy utterances are generated during training by ran-
domly adding noise to all the utterances in a batch. For training
noises, we use 10000 non-speech sounds from a sound effect li-
brary (www.sound-ideas.com). A random noise segment
is added to an utterance at a random SNR in {—5 dB, —4 dB,
—3dB, —2dB, —1dB, 0 dB}.

All the models are evaluated on WSJ, TIMIT [23], and
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Figure 3: STOI and PESQ comparisons between WSJ and Lib-
riSpeech. a) NC-GCRN, b) BLSTM.

IEEE [24]. A random male and female speaker is used from
IEEE to create IEEE Male and IEEE Female corpus. The
WSJ test set consists of 150 utterances of 6 speakers not in-
cluded in WSJ training. The TIMIT test set consists of 192
utterances from the core test set. IEEE Male and IEEE Fe-
male each contain 144 randomly selected utterances. Test set
is generated using 4 different noises: babble, cafeteria, fac-
tory and engine, at SNRs of —5 dB and —2 dB. The bab-
ble and cafeteria noises are from Auditec CD (available at
http://www.auditec.com). Factory and engine noises
are from Noisex [25].

4.2. Experimental Settings

All the utterances are resampled to 16 kHz. All the noisy utter-
ances are normalized to the range of [—1, 1], and corresponding
clean utterances are scaled accordingly to maintain an SNR. A
frame size of 20 ms is used for GCRN, similar to the original
paper [12]. BLSTM uses a frame size of 16 ms. Hamming
window is used in STFT.

The Adam optimizer [26] is used with a learning rate sched-
ule as in [15]. LSTM is trained with a batch size of 32 utter-
ances, whereas GCRN is trained with a batch size of 8 utter-
ances. An ISTFT layer is used at the output to compute en-
hanced waveform, and an utterance level mean squared error
loss in the time domain is used for training.

4.3. Evaluation Metrics

In our experiments, models are compared using short-time ob-
jective intelligibility (STOI) [27] and perceptual evaluation of
speech quality (PESQ) [28] scores. STOI has a typical value
range from O to 1, which can be roughly interpreted as percent



Table 1: STOI and PESQ comparisons between different models on babble and cafeteria noise. a) Non-causal systems, b) Causal

systems.

Test Noise Babble Cafeteria
Test Corpus WSJ | TIMIT [IEEE Male [IEEE Female||  WSJ | TIMIT [ IEEE Male [IEEE Female
Test SNR -5dB -2dB|-5dB -2dB|-5dB -2dB[-5dB -2dB [[-5dB -2dB|-5dB -2dB|-5dB -2dB[-5dB -2dB
Mixture [[58.6 65.5[540 609550 62.3]555 629 [[574 645[53.1 60.1 548 60.9]551 62.0
s Baseline || 82.4 873751 821743 832|748 843 || 80.3 855|745 807|734 804|776 840
= | @ |[NC-GCRN|| 85.7 90.4 | 76.8 85.0 | 740 83.8|76.6 86.8 | 83.7 889|778 847|748 826|804 870
S BLSTM || 88.0 91.9 | 79.2 86.9 | 76.2 85.8 | 79.5 89.1 || 854 89.9|794 86.0 | 76.7 83.8 | 823 885
@[y, | GCRN /818 880 (715 8131687 799700 825 /796 8631728 8131695 784747 837
LSTM || 844 89.6 | 749 83.8|72.0 823 |73.0 845 || 81.5 875|748 83.0 716 799|762 848
Mixture [[1.54 1.69 146 1.63[146 163 [1.12 132 [[144 1.64[1.33 152]137 154101 1.20
Baseline [[2.43 270|220 252 (211 247 | 1.94 241 [[ 241 2.66|225 251|215 244|216 247
P | @) INC-GCRN|| 248 275 | 2.10 2.43 | 205 244|198 246 || 244 270|218 245|217 249 224 2.57
g BLSTM || 2.64 2.90 | 2.21 2.55|2.16 2.59 | 212 2.62 || 252 276 | 2.24 252|224 2.58|232 2.64
py| GCRN /218 248 1.87 221184 220 170 217 [[2.14 2441195 223192 225|198 233
LSTM |[2.29 259 | 195 2.32|1.96 236 |1.80 2.29 || 2.20 248|198 2.27|2.01 232|201 235

correct. PESQ values range from —0.5 to 4.5.

4.4. Experimental Results

First, we compare NC-GCRN (non-causal GCRN) and BLSTM
trained on WSJ and LibriSpeech. STOI and PESQ scores av-
eraged over 4 test noises are plotted in Fig. 2. We observe
that when using WSJ as the training corpus, there is no clear
winner between NC-GCRN and BLSTM. BLSTM is similar to
NC-GCRN on WSJ, better on IEEE Female and IEEE Male —2
dB, and worse in other cases. However, when LibriSpeech is
used for training, BLSTM is significantly better in all the cases.
This behavior can be attributed to the fact that BLSTM has far
more parameters compared to NC-GCRN, and hence can learn
underlying larger variations in LibriSpeech.

wsJ TIMIT IEEE Male IEEE Female

IEEE Male

IEEE Female

Y 0.5*FrameSize N 0.25'FrameSize

Figure 4: STOI and PESQ comparisons between two frame
shifts. a) NC-GCRN, b) BLSTM.
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Next, we compare WSJ and LibriSpeech for cross-corpus
generalization of complex spectrogram enhancement. STOI and
PESQ averaged over four test noises are plotted in Fig. (3).
We can observe that LibriSpeech outperforms WSJ for all the
test corpora except WSJ. WSJ outperforms LibriSpeech only
when evaluated on WSJ, i.e., in a matched condition. Further,
LibriSpeech obtains better enhancement results for both NC-
GCRN and BLSTM. These results indicate that LibriSpeech
is a better corpus than WSJ for robust speech enhancement.
Therefore, WSJ should be replaced with LibriSpeech for future
speech enhancement research.

Further, we demonstrate the effectiveness of a smaller
frame shift for cross-corpus generalization. NC-GCRN and
BLSTM are trained with two frame shifts: half of the frame
size and quarter of the frame size. STOI and PESQ averaged
over four test noises are plotted in Fig. (4). We observe that
reducing the frame-shift from half of the frame size to quarter
significantly improves the objective scores for all the test cor-
pora and at all test SNRs. A similar performance trend is ob-
served for both NC-GCRN and BLSTM. This implies that using
a smaller frame shift is a simple and highly-effective technique
to improve cross-corpus generalization of complex-spectrogram
enhancement.

Finally, we compare best performing NC-GCRN and
BLSTM with an IRM based BLSTM network proposed in [15].
STOI and PESQ scores for babble and cafeteria noises are given
in Table 1. A comparison between causal enhancement systems
is also presented. We observe that LSTM network is consis-
tently and significantly better than baseline and NC-GCRN. A
similar behavior is observed for factory and engine noises (not
reported here). Experimental comparisons in this study indicate
that the proposed LSTM network trained on LibriSpeech with a
small frame shift is an effective approach for complex spectral
mapping with improved cross-corpus generalization.

5. Conclusions

We have proposed techniques to improve cross-corpus gener-
alization of complex spectral mapping based speech enhance-
ment. A combination of better training corpus, smaller frame
shift, and LSTM network has obtained superior enhancement
over existing state-of-the-art models. We have also demon-
strated the effectiveness of proposed techniques for causal
speech enhancement. Future works include developing a com-
putationally efficient causal speech enhancement system suit-
able for real-time implementation, and performing listening
tests of corpus-independent enhancement.
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