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Abstract
We present an overview of the ASR challenge for non-native
children’s speech organized for a special session at Interspeech
2020. The data for the challenge was obtained in the context of
a spoken language proficiency assessment administered at Ital-
ian schools for students between the ages of 9 and 16 who were
studying English and German as a foreign language. The corpus
distributed for the challenge was a subset of the English record-
ings. Participating teams competed either in a closed track, in
which they could use only the training data released by the or-
ganizers of the challenge, or in an open track, in which they
were allowed to use additional training data. The closed track
received 9 entries and the open track received 7 entries, with the
best scoring systems achieving substantial improvements over a
state-of-the-art baseline system. This paper describes the corpus
of non-native children’s speech that was used for the challenge,
analyzes the results, and discusses some points that should be
considered for subsequent challenges in this domain in the fu-
ture.
Index Terms: non-native children’s speech, speech recogni-
tion, ASR, deep learning

1. Introduction
The availability of large amounts of training data and large
computational resources have made automatic speech recog-
nition (ASR) technology usable in many application domains,
and recent research has demonstrated that ASR systems can
achieve performance levels that match human transcribers for
some tasks [1]. However, ASR systems still present deficiencies
when applied to speech produced by specific types of speakers,
in particular, non-native speakers [2, 3] and children [4, 5, 6].

Several phenomena that regularly occur in non-native
speech can greatly reduce ASR performance, including mis-
pronounced words, ungrammatical utterances, disfluencies (in-
cluding false starts, partial words, and filled pauses), and code-
switched words [7, 8, 9, 10]. ASR for children’s speech can be
challenging due to linguistic differences from adult speech at
many levels (acoustic, prosodic, lexical, morphosyntactic, and
pragmatic) caused by physiological differences (e.g., shorter
vocal tract lengths), cognitive differences (e.g., different stages
of language acquisition), and behavioral differences (e.g., whis-
pered speech). Developing ASR systems for both of these do-
mains is made more challenging due to the lack of publicly
available databases for both non-native speech and children’s
speech. While recent studies have demonstrated that state-of-
the-art ASR systems for spontaneous speech produced by adult
native speakers of English can achieve quite low error rates,
these difficulties result in substantially worse performance for
the few prior studies that have specifically investigated non-
native children’s speech, typically in the context of automated

language proficiency assessments[11, 12]. In one study, [13]
report a word error rate (WER) value of 33.0% for open-ended
spoken responses produced by K-12 English learners who took
a standardized speaking assessment in the USA. In another
study of adolescent English learners representing a range of
first language backgrounds, [14] report a WER of 23.2% for
responses to an academic summarization task.

Despite these difficulties, a significant portion of the speech
transcribed by ASR systems in practical applications may come
from both non-native speakers, (e.g., newscasts, movies, inter-
net videos, human-machine interactions, human-human conver-
sations in telephone call centers, etc.) and children (e.g., edu-
cational applications, smart speakers, speech-enabled gaming
devices, etc.). Therefore, it is necessary to continue to improve
ASR systems to be able to accurately process speech from these
populations. An additional important application area is the au-
tomatic assessment of second language speaking proficiency,
where the ASR difficulties can be increased by the low pro-
ficiency levels of the speakers, especially if they are children.
The lack of training data is especially pronounced for this pop-
ulation (non-native children’s speech).

To help address these gaps and stimulate research that can
advance the present state-of-the-art in ASR for non-native chil-
dren’s speech we have freely distributed a new data set contain-
ing non-native children’s speech and have organized a challenge
whose results will be presented and discussed in a special ses-
sion at Interspeech 2020. The data set consists of spoken re-
sponses collected in Italian schools from students between the
ages of 9 and 16 in the context of English speaking proficiency
assessments1. The data included in the release contains devel-
opment and an evaluation sets (ca. 2 hours each) and an adap-
tation set (ca. 9 hours), all of which were carefully transcribed
by human listeners. An additional set of around 40 hours of
spoken responses that were transcribed using a less strict proto-
col was also distributed. A baseline system, based on the Kaldi
toolkit [15], was released together with the data, and a challenge
web site was developed for collecting and scoring submissions.

Our intention is that the release of this data set will allow
researchers to establish benchmarks in the area of non native
children’s speech as well as to address research topics in several
ASR sub-fields, including the following:

• Language models: how to handle grammatically in-
correct sentences, false starts and partial words, code-
switched words, etc.

• Lexicon: generation of multiple pronunciations for non-
native accents, training of pronunciation models, etc.

1We acknowledge IPRASE (https://www.iprase.tn.it) the Italian In-
stitution in the Trentino region that organized the evaluation campaigns,
for giving the permit to distribute the data.
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• Acoustic models: multilingual model training, transfer
learning approaches, model adaptation for non-native
children (supervised, unsupervised, lightly supervised),
modeling of spontaneous speech phenomena, acoustic
models for non-native children, etc.

• Evaluation: database acquisition and annotation of non-
native speech [16], performance evaluation for non-
native children’s speech.

• Handling low resource training/adaptation data for less
commonly studied populations (non-native speech, chil-
dren’s speech).

• Establishing a common data set for additional future an-
notations for applications beyond ASR (e.g., computer
assisted language learning).

We selected CodaLab as the platform for organizing the
challenge due to its ease of use, availability of communica-
tion tools such as mass-emailing, online forum for clarification
of task issues, and tracking of submissions in real time. Sub-
missions were anonymized on an individual basis and identified
only by the team name. The statistics displayed were the lowest
word error rate (WER) score of all submissions from a given
team to-date along with the total number of submissions for the
team since the beginning of the challenge. The metric used for
evaluation and ranking of participants is the WER value, and
participants were also able to see more detailed evaluation re-
sults (including # of insertions, # of deletions and # of substi-
tutions) for each submission. The challenge included both a
closed tack and an open track. In the closed track, only the
training data distributed as part of the shared task could be used
to train the models; in the open track, any additional data could
also be used to train the models. The submission window was
open for a total of 7 days and teams were allowed to provide
at most one submission per day to each track, with a maximum
total of 7 submissions per track per team. More details about
the challenge can be found at the CodaLab site.2

A total of 9 teams submitted results for the closed track and
7 teams submitted results for the open track. In both tracks,
the best systems substantially outperformed a strong baseline
system built using state-of-the art models and algorithms.

2. Audio and language resources
In Trentino, an autonomous region in northern Italy, there is
a series of evaluation campaigns underway for testing L2 lin-
guistic competence of Italian students taking proficiency tests
in both English and German. Three evaluation campaigns were
foreseen, two having been completed in 2016 and 2018, and a
final one scheduled in 2020; due to the Covid19 emergency, no
one knows if and when it will take place. The 2018 campaign
was split into two parts: the 2017 try-out data set and the ac-
tual 2018 data. Table 1 highlights some information about the
pupils that took part to the campaigns. More information can be
found in [17]; here we just mention that, together with multiple-
choice questions, pupils were asked to produce both written and
spoken material. Spoken data represent the core of the TLT2020
challenge; written data were made available for language model
purposes.

The prompts for the English spoken data consist of the same
24 prompts in 2017 and 2018; 85 different prompts were used
in 2016. A1 prompts correspond to simple questions, while A2

2https://competitions.codalab.org/competitions/23672

Table 1: L2 linguistic competences in Trentino: level, grade,
age and number of pupils participating in the evaluation cam-
paigns. Most pupils did both English and German tests.

CEFR Grade, School Age Number of pupils
2016 2017 2018

A1 5, primary 9-10 1074 320 517
A2 8, secondary 12-13 1521 111 614
B1 10, high school 14-15 378 124 1112
B1 11, high school 15-16 141 0 467
tot 5-11 9-16 3114 555 2710

Table 2: English spoken data collected during different evalu-
ation campaigns. “#Q” indicates the total number of different
prompts presented to the pupils. German data are similar.

Year Lang #Pupils #Utterances Duration #Q
2016 ENG 2748 17462 69:03:37 85
2017 ENG 511 4112 16:25:45 24
2018 ENG 2332 15770 93:14:53 24

and especially B1 prompts give rise to more open-ended utter-
ances.

2.1. Spoken Data

Table 2 reports some statistics extracted from the spoken data
collected so far in all the campaigns. Normally, around 20
students of the same class took the test together, so it is quite
common that speech of classmates or teachers overlaps with the
speech of the student speaking in her/his microphone. On av-
erage, the audio signal quality is nearly good, while the main
problem is caused by a high percentage of extraneous speech. In
fact, recordings have a fixed duration - depending on the ques-
tion - so at the end of the response some extra speech is often
captured. In addition, background noise is often present due
to several sources (doors, steps, keyboard typing, background
voices, street noises if the windows are open, etc). Finally,
many answers are whispered and difficult to understand.

The audio recordings distributed with the challenge belong
to two sets: 2017 recordings, manually transcribed by FBK
(TLT2017train, TLT2017dev, TLT2017eval); and a selection
of 2016 and 2018 recordings, manually transcribed by ETS
(TLT1618train). Table 3 reports some more information about
these datasets. Note that all the recordings uttered by a given
speaker are in the same dataset, i.e. there is no overlapping of
speakers among datasets. Every single utterance in the datasets
is an audio file whose name contains two IDs: speaker id and
question id. In this way it is possible to exploit this information
to perform some fine-tuning on the data.

Table 3: Some statistics on the speech data distributed with
the challenge; number of utterances, pupils, questions, running
words, total duration.

id #Utt #Pup #Q #Words Duration
TLT1618train 11711 3112 109 136578 40:29:37
TLT2017train 2299 338 24 22450 08:59:30
TLT2017dev 562 84 24 5287 02:05:18
TLT2017eval 578 84 24 6206 02:20:48
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2.1.1. Manual Transcriptions of 2017 data

In order to create an ASR benchmark, most utterances in the
2017 data sets were manually transcribed at FBK. The whole
process is described in more detail in [17], here we just briefly
report the most important guidelines: • only the main speaker
has to be transcribed; the presence of other voices (schoolmates,
teacher) is reported with “@voices”; • whispered speech is ex-
plicitly marked with the label “()”, • badly pronounced words
have to be marked by a “#” sign; “#*” marks incomprehen-
sible speech; • speech in a different language from the target
language is marked with an explicit label “I am 10 years old
@it(io ho già risposto)”.

2.1.2. Selection of 2016/2018 data and their manual transcrip-
tions

To enlarge the ASR benchmark, we decided to select approxi-
mately 40 hours of speech from the 162 hours of recordings be-
longing to the 2016 and 2018 English data. We decided to keep
utterances corresponding to every Question ID (QID) (max. 200
utterances or 30 minutes for every QID), to favour longer utter-
ances and to discard similar phrases (by looking at the ASR
output). A selection procedure, described in the documentation
of the challenge, was implemented following these criteria, and
resulted in about 40 hours of speech.

The initial idea was to distribute this data set untranscribed,
to enable participants to explore unsupervised training ap-
proaches. Then, ETS performed a manual transcription of this
data set in February, 2020, shortly before the start of the chal-
lenge. This manual transcriptions suffers some lack of knowl-
edge about Italian language, in particular for Italian names and
geographical Trentino toponyms that are sometimes transcribed
incorrectly.

Table 4: Some statistics about the text data distributed with the
challenge: number of running words, lexicon size, number of
different and running OOV words, OOV rate, perplexity com-
puted with a 4-gram Maximum Entropy model.

id #Run Lex #Diff - #Run OOV Perpl
Words Size OOV rate

TLT2016Wtrain 185777 3385 0 - 0 0.00% 7.1
TLT2017train 22450 1493 0 - 0 0.00% 8.2
TLT2017dev 5287 708 103 - 120 2.27% 49.8
TLT2017eval 6206 788 108 - 119 1.92% 52.6

2.2. Text Data

To build and evaluate language models, two sources of in-
domain text data were provided: (1) manual transcriptions of
the 2017 audio data divided into train, dev, eval according to
the audio data; and (2) written data, extracted from the writ-
ten sentences provided by the pupils in 2016. Lowercase texts
are obtained after a cleaning phase which consists of: • spoken
data: replace every foreign word sequence with some unk label;
remove all the @ phenomena, truncated and incomprehensible
words; • written data: keep only true English words, by looking
at some English, Italian and German lexicons. Some statistics
about these data are reported in Table 4.

Table 5: Baseline WER results

Dev Eval
baseline 37.92 35.09

+ 40h 23.79 22.54

2.3. Baseline system

The baseline acoustic model is based on a traditional Kaldi
recipe that features a factorized TDNN [18] trained with LF-
MMI [19]. The language model is based on a 4-gram maxi-
mum entropy model trained on the distributed text (about 200k
words).

The adopted phoneset is derived from the standard CMU
dictionary3 adding additional units for specific acoustic phe-
nomena appearing in the manual transcriptions (e.g., laughs,
background noise) and code-switching words (unk-it and unk-
de). Missing pronounciations are generated using a grapheme-
to-phoneme conversion tool4 included in the recipe.

Table 5 reports the resulting WERs obtained on Dev and
Eval sets with the released baseline and the improved acoustic
model exploiting the additional transcribed 40 hours. The re-
sults demonstrate the importance of the amount of training data
as well as having in-domain data. In this scenario, all of the
acoustic data comes from students with Italian as their first lan-
guage and, despite some errors in the outsourced transcriptions,
the boost in the resulting acoustic model is evident.

3. Results
The results in terms of WER, for both the closed and open
tracks are provided in Table 6. The top-ranking systems greatly
improved upon the baseline system provided by the organisers
with the WER of 15.67% for the best system at less than half of
the baseline WER of 35.09%. In addition, the best submissions
also outperformed the baseline results achieved using all of the
training data including the additional 40 hours of transcribed
data, (i.e., the WER of 22.54% mentioned in Section 2.3). Since
this result was obtained with a strong state-of-the-art system,
the results obtained by several of the teams participating in the
challenge are quite impressive. In the next section, we will sum-
marize and compare the main features of the submitted systems;
it is envisioned that further details about these systems will be
disclosed in future publications by the various teams that par-
ticipated in the challenge.

Table 6 demonstrates that the best overall performance in
the challenge was achieved by a submission to the closed track;
the top submission to the open track was just a duplicate of the
top submission to the closed track. This indicates that the best
performance was obtained by only using the in-domain data dis-
tributed for the challenge and that the addition of larger amounts
of out-of-domain data did not lead to a substantial improvement.
This suggests that the best performing systems are highly tuned
to the specific characteristics of the data released for the chal-
lenge and may not generalize to other data sets, for example
containing responses from children with different first language
backgrounds or to different speaking prompts that are not in-
cluded in the training data. Nevertheless, the best result of
15.67% on this data set is still quite impressive compared to
previously published results on this corpus [20] and on other
corpora of non-native children’s speech [14, 13].

4. Discussion
4.1. Closed track

For comparison purposes Tables 6 summarizes some of the fea-
tures of the submitted systems of which we are aware (this in-

3http://www.speech.cs.cmu.edu/cgi-bin/cmudict
4https://github.com/mozilla/g2p
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Table 6: Results achieved by the participants in the challenge. The main features of the submitted systems are also listed.

Closed track
Rank %WER ASR engine acoustic model language model system combination
1 15.67 kaldi,HTK graphemic TDNNs n-grams, RNNLM ROVER,CNC
2 17.59 kaldi VTLN, TDNN, n-gram, LM rescoring model ensemble

CNN-TDNNF
3 18.71 kaldi TDNN-BLSTM n-gram, LM rescoring lattice MBR combination
4 18.80 kaldi TDNN n-grams, RNNLM rescoring -
5 19.64 unknown unknown unknown unknown
6 21.63 kaldi CNN-TDNN n-grams -
7 22.24 unknown unknown unknown unknown
8 26.38 kaldi TDNN-F n-grams -
9 26.61 kaldi TDNN n-grams -
baseline 35.09 kaldi TDNN n-grams, LM rescoring -
Open track
Rank %WER ASR engine acoustic-model, language-model, system combination additional data
1 15.67 kaldi,HTK same as closed track - rank 1 -
2 17.06 kaldi CNN+TDNN-F, 4-gram lattice rescoring, ≈325h from corpora

MBR lattice combination of children’s speech
3 17.79 kaldi very similar to closed track - rank 2 -
4 18.71 kaldi same as closed track - rank 3 -
5 22.34 unknown unknown unknown
6 23.24 kaldi CNN+TDNN transfer learning

from Zamia (≈1500h)
baseline 35.09 kaldi same as closed track -
7 36.73 unknown unknown unknown

formation was provided by the participants in response to an
informal survey after the completion of the competition; not all
participants chose to respond to the survey).

In summary, we notice that: a) all participants use hybrid
ASR systems based on kaldi (only the winning system used
HTK in combination with kaldi); b) all participants use long
temporal contexts (in the form of time delayed nodes and/or
recurrent nodes) in neural networks to model acoustic observa-
tions; c) some participants try to exploit the additional acoustic
data, applying schemes for selecting reliable transcriptions; d)
most participants apply LM rescoring; e) all participants use the
provided lexicon and phonetic transcriptions derived with the
phonetic transcriber (G2P) provided with the kaldi toolkit (the
winning system makes also use of language ID tags for foreign
words in order to enrich the phonetic trees); f) the best perform-
ing systems use system combination (ROVER and/or CNC).

4.2. Open track

As mentioned above, Table 6 shows that only two teams used
additional data for acoustic model training in their open track
submissions (the other teams submitted results based on the
same or very similar systems that were developed for the closed
track), and that the use of additional external corpora did not
enable those two teams to beat the best performing system sub-
mitted to the closed track challenge. However, it is worth noting
that the system that used approximately 325 hours of additional
data from corpora containing children’s speech (the OGI, CMU
Kids, MyST, and CU Kids’ corpora) achieved the 2nd place
result in the open track with a WER of 17.06% whereas the sys-
tem that used a much larger amount of adult speech (1500 hours
from the Zamia corpus) had a much higher WER. This seems to
indicate that the use of additional external data that is a closer
match to the acoustic characteristics of the children’s speech in

the challenge corpus (even if it wasn’t a perfect match since
the corpora contain speech from native speakers) is much more
beneficial than mismatched adult data. A further confirmation
of this result can be found in [21], where the use of a small
amount of carefully selected spoken utterances was shown to
be effective for the recognition of children’s speech.

5. Conclusions and further directions
This paper has described a corpus that was released for an In-
terspeech 2020 challenge on the task of ASR for non-native
children’s speech and has presented the results of the systems
that were submitted to the challenge. The results indicate that
substantial progress has been made in the state-of-the-art for
this difficult task. The corpus will be released at no cost for
non-commercial research purposes outside the scope of the In-
terspeech 2020 challenge and it is envisioned that future re-
search will continue to improve on the promising results that
have already been obtained. As discussed above, it is possible
that some of the systems developed for this challenge may have
over-fitted the characteristics of this particular data set. There-
fore, we have plans to release additional data sets in the future
that would probe the robustness of the systems through the in-
clusion of responses to assessment prompts that were not seen
in the training data set as well as responses from speakers from
diverse native language backgrounds other than Italian [22, 23].

Future directions for additional shared tasks to investigate
the performance of speech processing technology for non-native
children’s speech include an ASR for the Italian students who
were learning German (drawn from the larger corpus that con-
tains the English responses used in this challenge) as well as a
modelling speaking proficiency scores (such as fluency, pronun-
ciation, etc.) for young language learners [7, 8, 9, 24, 25, 26].
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