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Abstract
The real-time Magnetic Resonance Imaging (rtMRI) is often
used for speech production research as it captures the complete
view of the vocal tract during speech. Air-tissue boundaries
(ATBs) are the contours that trace the transition between high-
intensity tissue region and low-intensity airway cavity region in
an rtMRI video. The ATBs are used in several speech related
applications. However, the ATB segmentation is a challenging
task as the rtMRI frames have low resolution and low signal-to-
noise ratio. Several works have been proposed in the past for
ATB segmentation. Among these, the supervised algorithms
have been shown to perform well compared to the unsupervised
algorithms. However, the supervised algorithms have limited
generalizability towards subjects not involved in training. In
this work, we propose a 3-dimensional convolutional neural net-
work (3D-CNN) which utilizes both spatial and temporal infor-
mation from the rtMRI video for accurate ATB segmentation.
The 3D-CNN model captures the vocal tract dynamics in an
rtMRI video independent of the morphology of the subject lead-
ing to an accurate ATB segmentation for unseen subjects. In a
leave-one-subject-out experimental setup, it is observed that the
proposed approach provides ∼32% relative improvement in the
performance compared to the best (SegNet based) baseline ap-
proach.
Index Terms: real-time Magnetic Resonance Imaging video,
Air-Tissue Boundary segmentation, 3-dimensional convolu-
tional neural network, temporal information.

1. Introduction
The real-time Magnetic Resonance Imaging (rtMRI) is exten-
sively used in speech science and linguistic studies to under-
stand the dynamics of speech production across languages, and
health conditions [1]. The rtMRI video captures the vocal tract
in the midsagittal plane during speech in a safe and non-invasive
manner [2]. However, the vocal tract dynamics can also be
captured using X-ray [3], Electromagnetic articulography [4]
and Ultrasound [5]. In particular, the rtMRI has an advan-
tage of capturing a complete view of the vocal tract includ-
ing pharyngeal structures [2]. A common pre-processing step
for using rtMRI video is Air-Tissue Boundary (ATB) segmen-
tation to identify different speech articulators in every rtMRI
frame of the video. ATB segmentation has been used in nu-
merous speech applications including text-to-speech synthesis
[6], speaker identification [7]. The ATBs have been used in the
studies that involve morphological structures of vocal tract and
analysis of vocal tract movement [8, 9]. In [10], the ATBs were
utilized to determine optimal sensor placement in electromag-
netic articulography recording. Likewise, a number of speech

applications [11, 12] used ATBs in the upper airway of the vocal
tract. Hence, it is essential to have an accurate ATB segmenta-
tion in the rtMRI video.

The problem of ATB segmentation in an rtMRI frame has
been addressed by several works in the past using various super-
vised and unsupervised approaches. For example, Asadiabadi
et al. presented a statistical method using an appearance and
shape model of the vocal tract [13]. Lammert et al. proposed
a region of interest based technique [14] using pixel intensity
for the ATB segmentation. A factor analysis approach was used
by Toutios et al. [15] and Sorensen et al. [16] to predict the
compact outline of the vocal tract. Zhang et al. [17] used
multi-directional Sobel operators in order to construct bound-
ary intensity maps in the rtMRI video frames. A robust ATB
segmentation technique has also been proposed using a com-
posite analysis grid line superimposed on each rtMRI frame
[18]. The Maeda Grid (MG) [18] based technique is advan-
tageous due to the image enhancement of the rtMRI frames.
However, the accuracy of the predicted ATBs from the unsu-
pervised approaches is limited as they consider the low-level
gradients which may not always correspond to the ATB points.
Hence, more accurate ATBs are predicted using the supervised
approaches [19, 20, 21, 22, 23, 24, 25]. Somandepalli et al.
[20] and Ashwin et al. [25] proposed semantic edge detection
based techniques for tracking the vocal tract boundaries. How-
ever, these works [20, 25] formulate ATB segmentation as a
14-class classification problem where each pixel in an rtMRI
image is assigned to one of the 14 classes corresponding to dif-
ferent articulators. In contrast to this, in our work, we gen-
erate the ATBs as series of 2D points which trace the vocal
tract boundaries precisely similar to the works presented in
[18, 19, 21, 22, 23, 24] as the applications involving the vo-
cal tract boundaries [7, 26, 27] use the precise ATBs, instead of
using the entire rtMRI image with pixel classification. For ex-
ample, Advait et al. [19] proposed a Fisher Discriminant Mea-
sure (FDM) based approach in which the ATBs for a test rtMRI
image are predicted as a combination of ATBs from the train-
ing set that maximize the FDM based objective function. Thus,
the predicted ATB is not smooth and its dynamics are limited
by the ATBs from the training set. Avoiding these limitations,
Valliappan et al. [23] proposed a semantic segmentation based
ATB prediction technique using a 2-dimensional deep convo-
lutional encoder-decoder network (SegNet). The SegNet based
approach has been shown to provide better performance com-
pared to the works presented in [21, 22, 24] which also use
2-dimensional deep convolutional neural networks (2D-CNN).
Likewise, several works have been presented in the literature for
ATB segmentation.

Although, the supervised algorithms have been shown to
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Figure 1: (a) Illustration of the steps in the proposed 3D-CNN based approach and (b) architectures of encoder and decoders in
3D-CNN.

provide accurate ATBs in the seen subject condition, the gen-
eralizability of these approaches for unseen subjects is a major
challenge due to variability in the morphology of the subjects.
In this work, we propose a 3-dimensional deep convolutional
neural network (3D-CNN) for ATB segmentation which utilizes
the temporal continuity of the rtMRI frames. The 3-dimensional
convolutional layers have been shown to provide better per-
formance for human action recognition [28, 29]. Thus, the
3D-CNN could help in accurate ATB segmentation for rtMRI
videos which captures the smoothly varying vocal tract dynam-
ics. The temporal continuity criterion ensures that the ATBs do
not vary drastically in successive frames of an rtMRI video as
the articulatory movements do not vary rapidly while a person
speaks. The temporal continuity across the rtMRI video frames
helps in capturing the smoothly varying vocal tract dynamics
independent of the morphology of the subject and the spatial
information from the rtMRI frame helps in understanding the
vocal tract shape. Thus, in unseen subject condition, using both
temporal and spatial information from the rtMRI video could
help in better ATB prediction compared to a frame level pre-
diction. However, to utilize both spatial and temporal informa-
tion, we need to have suitable network architecture and objec-
tive function which is optimized for accurate ATB prediction.
For example, the MG and FDM approaches also utilize the tem-
poral continuity criterion in their respective objective functions.
However, the accuracy of the predicted ATBs from these ap-
proaches is limited as they do not utilize the spatial information
well due to the consideration of the first order pixel intensity
differences. On the other hand, the 2D-CNN based ATB seg-
mentation approaches [21, 23, 24, 20] perform frame level pre-
dictions using spatial information without utilizing the temporal
continuity. However, the 3D-CNN model uses 3-dimensional
convolutional filters which extract the spatial and temporal fea-
tures using the given rtMRI video frames for accurate ATB pre-
diction. In this work, we follow steps for ATB prediction sim-
ilar to the ones described in [23]. We use the 3D-CNN model
for semantic segmentation of the rtMRI images which are fur-
ther post-processed to obtain the ATBs using contour prediction
approach. In semantic segmentation, each pixel in an rtMRI im-
age is classified into one of the pre-defined classes. In our work,
we classify each pixel in an rtMRI image to tissue class or air
cavity class using 3D-CNN. We use the MG, FDM and Seg-
Net approaches as baselines. The proposed approach provides
∼32.9%, ∼61.2%, and ∼32.3% relative improvements in per-
formance compared to the MG, FDM and SegNet approaches
in a leave-one-subject-out experimental setup.

2. Dataset

In this work, we use USC-TIMIT corpus [30] which consists of
rtMRI videos of the upper airway in the mid-sagittal plane. The
database contains 5 female (F1, F2, F3, F4, F5) and 5 male (M1,
M2, M3, M4, M5) subjects. The rtMRI videos are recorded at a

Figure 2: Illustration of (a) an rtMRI frame (b) the respective
complete ground truth air-tissue boundaries (c) and the ground
truth binary mask image where the white pixels correspond to
class-1 and black pixels correspond to class-0.

frame rate of 23.18 frames/sec while a subject speaks 460 sen-
tences from MOCHA-TIMIT database [31]. Each rtMRI frame
has a spatial resolution of 68×68 (with a pixel dimension of
2.9mm×2.9mm). For the experiments in this work, 11 videos
from each subject, a total of 110 videos are considered. Each
subject, on an average, contains ∼974 number of frames. For
the 110 videos, the manual annotation of ATB is carried out us-
ing a Matlab Graphical User Interface [10]. The manual anno-
tation is done for three ATBs (C1,C2,C3) and five points which
indicate upper lip (UL), lower lip (LL), tongue base (TB), velum
(VEL) and glottis begin (GLTB). As shown in Figure 2(b), C1 is
a closed contour that starts from UL, traverses through the hard
palate, joins VEL and goes around the fixed nasal tract. C2 is a
closed contour that covers the jawline, LL, TB and extends be-
low the epiglottis. C3 contour marks the pharyngeal wall. Fig-
ure 2(b) and (c) illustrate the ground truth manually annotated
ATBs and the corresponding ground truth binary mask image,
respectively. In the ground truth binary mask image, the white
pixels (lie inside the complete ATB) correspond to tissue with
pixel value as 1 and the black pixels (lie outside the complete
ATB) correspond to airway cavity with pixel value as 0. Like-
wise, there are three masks M1, M2 and M3 corresponding to
three complete ATBs C1, C2, and C3 respectively.

3. Methodology
Figure 1 illustrates the steps followed in the proposed 3D-CNN
based approach. The trained 3D-CNN model generates three
semantically segmented images. The predicted binary masks
are further used to estimate the three complete ATBs using a
contour prediction approach. Then, contour pruning is done to
obtain the ATBs within the vocal tract from the complete ATBs.

3.1. Semantic Segmentation using 3D-CNN

The 3D-CNN consists of one encoder and three decoders as
shown in Figure 1. In SegNet based approach [23], three SegNet
models are trained separately for the three binary masks which
avoid overlapping of the masks in the constriction regions. This
ensures that, in the contour prediction step, we will get the three
precise complete ATBs corresponding to the three masks. How-
ever, due to the usage of three SegNets, the computational time
and complexity increase by a factor of three. Thus, in this work,
we use three decoders corresponding to the three binary masks.
However, we reduce the number of layers in the three decoders
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Figure 3: Illustration of (a) contour prediction using M̂1 and
M̂3 (b) contour pruning to obtain the upper ATB (Cv

1 ) (c) con-
tour prediction using M̂2 (d) contour pruning to obtain the
lower ATB (Cv

2 ).
compared to the encoder to reduce the complexity of the net-
work.

Figure 1(b) illustrates the architectures of the encoder and
decoder used in the 3D-CNN model. The number of filters in
each convolutional layer (which indicates the depth of the layer)
is indicated below the layer. To learn the high-level features
from the low-level features, in encoder, depth is doubled from
the input layer to the last layer and in decoder, depth is halved
in the first three layers [32, 23]. In decoder, the output of the
last convolutional layer is fed to softmax which generates a 2
channel image of probabilities. From the softmax output, at
each pixel, we consider the class with maximum probability to
generate the final output binary mask image with classes corre-
spond to tissue and airway cavity. The 3D convolutional filters
have a dimension of 2× 3× 3 and the max-pooling layer has a
pooling dimension of 2× 2× 2 which reduces the input dimen-
sion by half; In decoder, the up-sampling is done by a factor of
2 to get the original input dimension. Thus, the 3D-CNN takes
any arbitrary size input and generates an output of correspond-
ing size. The receptive field of the encoder is 22 in the temporal
axis, which indicates that the encoder output feature map con-
siders 22 number of frames (∼one second temporal context) for
each pixel. The 3D-CNN takes an input image sequence with
a dimension of N × 68 × 68 × 1 where N is the number of
frames in a given input rtMRI video. The corresponding output
image sequence has a dimension of N × 68 × 68 × 3. Thus,
for each frame in a given input rtMRI video, 3 outputs are gen-
erated from the 3 decoders. Likewise, the 3D-CNN model is
trained to generate the three binary masks (M1, M2, M3) as tar-
get outputs corresponding to the three complete ATBs (C1, C2,
C3) respectively which are illustrated in Figure 2(c). For train-
ing, the ground truth binary masks are generated as explained in
section 2. Each binary mask consists of two classes: class-1 cor-
responds to the pixels inside the complete ATB (tissue region)
and class-0 corresponds to the pixels outside the complete ATB
(air-cavity region). In this way, the semantic segmentation of
the rtMRI image is formulated as a binary classification prob-
lem. Hence, binary cross entropy loss function is optimized to
train 3D-CNN. The binary cross entropy losses corresponding
to the three outputs of 3D-CNN are added and used to optimize
the weights of the encoder and three decoders during training.
Likewise, the 3D-CNN model is trained for semantic segmen-
tation of the rtMRI images.

3.2. Contour prediction and contour pruning

Given the input rtMRI video, the trained 3D-CNN generates
three binary masks corresponding to the three complete ATBs
as shown in Figure 1. The predicted binary masks are denoted
as M̂1, M̂2, M̂3. Figure 3 illustrates the contour prediction
and contour pruning steps. The contour prediction step uses
canny edge detection algorithm to predict the complete ATBs
using the binary mask images. The predicted complete ATBs
are denoted as Cf ′

1 , Cf
2 , and Cf

3 . In contour pruning step, Cf ′

1 ,
Cf

2 , and Cf
3 are pruned to obtain the ATBs within the vocal tract

which are denoted as Cv
1 , Cv

2 , and Cv
3 respectively. The contour

Figure 4: Illustration of (a) manually annotated ground truth
ATBs (b) complete ground truth ATBs (c) ground truth ATBs
within the vocal tract after contour pruning.

prediction and contour pruning techniques are described in [23].

4. Experimental Setup
In this work, we analyze the performance of the proposed
3D-CNN based approach and baseline FDM and SegNet ap-
proaches in unseen subject condition. Thus, we use a leave-
one-subject-out (LOSO) experimental setup. Since, the baseline
MG approach is unsupervised, the ATBs are predicted for all the
rtMRI videos and the performance is evaluated across all the
subjects. The LOSO setup consists of 10 folds as we consider a
total of 10 subjects. 11 videos are considered for every subject.
In each fold, the train and validation sets consist of 9 subjects
and test set contains 1 subject. The train set contains 10 videos
from the 9 subjects (total 90 videos) and for validation set, we
consider the remaining one video from the 9 subjects (total 9
videos) and the test set contains 11 videos from the remaining
subject. Likewise, we choose the 10 subjects in a round-robin
fashion which forms a 10 fold cross validation setup. For train-
ing and validation of the FDM and SegNet based approaches,
the corresponding frames of the rtMRI videos from the train,
validation and test sets are considered. For training and valida-
tion of 3D-CNN, each rtMRI video from the train and validation
sets is divided into one-second duration chunks with an overlap
of 0.5 seconds. Thus, the input to the 3D-CNN has a dimension
of 24× 68× 68× 1 which is a stack of 24 frames correspond-
ing to the one-second duration chunk. However, for testing, the
image sequence from the entire rtMRI video is used as input
since the 3D-CNN model can take arbitrary sized input. Each
fold, on an average, consists of ∼685, ∼68 one-second duration
video chunks in train and validation sets respectively. The 3D-
CNN is trained for a maximum of 30 epochs with early stopping
criterion based on the validation loss.

Evaluation metric: To evaluate the proposed approaches,
we use two metrics: 1) Dynamic Time Warping (DTW) dis-
tance is used to measure the alignment between the predicted
and ground truth ATBs [33]. The DTW scores have a unit of
pixel. The DTW distance is less if the predicted and ground
truth ATBs have a similar shape and located close to each other.
2) Pixel classification accuracy is used to evaluate the perfor-
mance of 3D-CNN and SegNet architectures’ performance in
semantic segmentation [23]. Pixel classification accuracy indi-
cates the fraction of the pixels that are correctly classified in
the predicted image compared to the ground truth image. In
this work, two types of performance evaluations are done using
DTW distance: (1) evaluation of the complete predicted ATBs
Cf ′

1 , Cf
2 , and Cf

3 . (2) evaluation of the predicted ATBs within
the vocal tract Cv

1 , Cv
2 . To evaluate the predicted complete

upper ATB, the ground truth Cg
1 contour is obtained consider-

ing the non-fixed points from the manually annotated complete
ATB (C1) as shown in Figure 4(b). In a similar way, the com-
plete predicted ATB Cf

1 is obtained considering the non-fixed
points from the predicted complete ATB (Cf ′

1 ). To evaluate Cf
2

and Cf
3 , manually annotated complete lower ATB (C2 = Cg

2 )
and the contour corresponding to pharyngeal wall (C3 = Cg

3 )
are used, respectively, which are shown in Figure 4(a) and (b).
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To evaluate the predicted ATBs within the vocal tract, the upper
and lower ground truth complete ATBs (Cg

1 , Cg
2 ) are pruned to

obtain the ATBs within the vocal tract using the contour prun-
ing approach as described in section 3. The pruned upper and
lower ground truth ATBs within the vocal tract are represented
as Cgv

1 , Cgv
2 respectively and they are illustrated in Figure 4(c).

5. Results and Discussions
Table 1 shows the average ± standard deviation (std) of the
DTW distance for complete ATBs predicted from FDM, Seg-
Net, and 3D-CNN approaches. The MG approach does not pre-
dict complete ATBs and the FDM approach does not predict
Cf

3 . Thus, the corresponding results are not provided in Table
1. It is observed that the 3D-CNN provides better performance
compared to the baseline FDM and SegNet approaches for all
the complete ATBs. The average DTW distance for the com-
plete ATBs predicted using 3D-CNN is 56.1% and 53.7% lower
than those using FDM and SegNet respectively. Figure 5 il-
lustrates the complete ground truth ATBs and predicted ATBs
from FDM, SegNet, and 3D-CNN. It is observed that the pre-
dicted ATBs from 3D-CNN are more accurate compared to the
baseline FDM and SegNet approaches.
Table 1: Average (± standard deviation) of DTW distances (in
pixels) for the predicted complete ATBs obtained using FDM,
SegNet, and 3D-CNN (bold indicates least DTW distances).

ATB FDM SegNet 3D-CNN
C1

f 2.86 ± 0.46 1.91 ± 0.42 0.94 ± 0.16
C2

f 2.51 ± 1.06 1.73 ± 0.97 1.38 ± 0.86
C3

f - 2.4 ± 0.34 0.75 ± 1.22
(a) (b) (c)

(c)(b)

(b)(a) (c) (d) (e)

(a) (d)

Figure 5: Illustration of the complete (a) ground truth ATBs
(Cg

1 , Cg
2 , C3) and predicted ATBs (b) (Cf

1 , Cf
2 ) from FDM,

(Cf
1 , Cf

2 , Cf
3 ) from (c) SegNet (d) 3D-CNN approaches.

Table 2 shows the average ± std of the DTW distance for
ATBs within the vocal tract predicted from MG, FDM, Seg-
Net, and 3D-CNN. It is observed that the 3D-CNN provides
better performance compared to the baselines MG, FDM, Seg-
Net for both upper and lower ATBs. The average DTW distance
for the ATBs within the vocal tract from 3D-CNN is 32.9%,
61.2%, and 32.3% lower than that using the MG, FDM, and
SegNet approaches, respectively. Interestingly, the supervised
FDM approach does not perform better than the unsupervised
MG approach for both upper and lower ATBs. The SegNet also
does not perform better than the baseline MG approach for up-
per ATB. However, in [19] and [23], it has been shown that
both FDM and SegNet approaches perform better than the MG
approach in seen subject condition. Thus, the supervised algo-
rithms perform well in seen subject condition and they do not
perform well for the unseen subjects. Thus, utilizing both tem-
poral and spatial information using suitable architecture helps in
accurate ATB prediction independent of the morphology of the
subject. Figure 6 illustrates the ground truth ATBs within the
vocal tract and corresponding predicted ATBs obtained from
MG, FDM, SegNet, and 3D-CNN. It is observed that the 3D-
CNN predicts more accurate ATBs compared to the baselines.
The FDM approach predicts the test ATBs as a combination of
train ATBs which optimize the FDM based objective function.
In unseen subject condition, due to the mismatch in morphology
of train and test subjects, the predicted ATBs do not capture the
vocal tract shape leading to erroneous ATBs.

Table 2: Average (± standard deviation) of DTW distances (in
pixels) for the predicted ATBs within vocal tract obtained us-
ing MG, FDM, SegNet, and 3D-CNN (bold indicates least DTW
distances).

ATB MG FDM SegNet 3D-CNN
C1

v 1.53 ± 0.29 2.19 ± 0.29 1.86 ± 0.45 1.08 ± 0.21
C2

v 1.65 ± 0.38 3.71 ± 0.80 1.33 ± 0.38 1.05 ± 0.27

(a) (b) (c)

(c)(b)

(b)(a) (c) (d) (e)

(a) (d)

Figure 6: Illustration of (a) ground truth ATBs within vocal tract
(Cgv

1 , Cgv
2 ) and the corresponding predicted ATBs (Cv

1 , Cv
2 )

from (b) MG (c) FDM (d) SegNet (e) 3D-CNN approaches.

In SegNet based approach, the 2-D CNN filters are ap-
plied for each rtMRI frame independently without considering
the temporal information. Thus, the filters could learn to un-
derstand the morphology of the subject rather than capturing
smoothly varying vocal tract dynamics. Hence, for an unseen
subject, the SegNet model predicts erroneous ATBs. Table 3
shows the average pixel classification accuracy for the predicted
binary masks (M̂1, M̂2, M̂3) obtained from SegNet and 3D-
CNN for the validation and test data. For 3D-CNN, it is ob-
served that the pixel classification accuracy for the validation
and test data is very high and almost the same. However, for
SegNet, the pixel accuracy for the test data is less compared to
the validation data. As explained in Section 4, the validation
data consists of unseen sentences from the subjects which are
used for training and the test data consists of unseen subject’s
data which is not used in training. Thus, the SegNet provides
accurate semantic segmentation for seen subjects and it fails for
unseen subjects due to the morphology mismatch compared to
the subjects which are used for training. However, 3D-CNN
provides accurate semantic segmentation for unseen subjects in-
dependent of the morphology.
Table 3: Average pixel classification accuracy on test and vali-
dation data for SegNet and 3D-CNN

Method M̂1 M̂2 M̂3

Test Validation Test Validation Test Validation
SegNet 96.62 99.83 97.71 99.72 95.64 99.78

3D-CNN 99.43 99.98 99.18 99.96 99.35 99.97

6. Conclusion
In this work, we proposed a 3D-CNN model which uses both
spatial and temporal information of the rtMRI images and pre-
dicts accurate ATBs for arbitrary length of the rtMRI videos.
The 3D-CNN utilizes the temporal continuity of rtMRI frames
to capture the smoothly varying vocal tract dynamics. Exper-
iments with LOSO cross-validation setup reveal that the 3D-
CNN based approach provides better performance in terms of
the DTW distance compared to the baseline MG, FDM and
SegNet approaches which indicates that the proposed approach
has better generalizability for unseen subjects. The 3D-CNN
model provides high pixel classification accuracy for semantic
segmentation compared to SegNet. In our future work, we will
analyze the minimum number of subjects and videos from each
subject that are required to train the 3D-CNN for obtaining the
saturating pixel classification accuracy. We will also exploit the
proposed 3D-CNN based approach for the 3-dimensional rtMRI
images.
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