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Abstract
This article presents a full end-to-end pipeline for Arabic Di-
alect Identification (ADI) using intonation patterns and acous-
tic representations. Recent approaches to language and dialect
identification use linguistic-aware deep architectures that are
able to capture phonetic differences amongst languages and di-
alects. Specifically, in ADI tasks, different combinations of lin-
guistic features and acoustic representations have been success-
ful with deep learning models. The approach presented in this
article uses intonation patterns and hybrid residual and bidirec-
tional LSTM networks to learn acoustic embeddings with no
additional linguistic information. Results of the experiments
show that intonation patterns for Arabic dialects provide suffi-
cient information to achieve state-of-the-art results on the Var-
Dial 17 ADI dataset, outperforming single-feature systems. The
pipeline presented is robust to data sparsity, in contrast to other
deep learning approaches that require large quantities of data.
We conjecture on the importance of sufficient information as a
criterion for optimality in a deep learning ADI task, and more
generally, its application to acoustic modeling problems. Small
intonation patterns, when sufficient in an information-theoretic
sense, allow deep learning architectures to learn more accurate
speech representations.
Index Terms: arabic dialect identification, acoustic representa-
tion learning, intonation patterns

1. Introduction
Dialect Identification (DID) is a special case of Language Iden-
tification (LID), that presents specific challenges and prob-
lems related to the linguistic similarity between dialects. Even
though LID can be considered a well-understood problem,
closely related dialects and language varieties still pose signif-
icant challenges for their automatic recognition [1, 2]. Several
workshops (WANLP) and challenges (VardDial, MGB) have
contributed to improve identification results by attracting re-
searchers to this topic of study.

Arabic has a large consonantal inventory and a small vo-
calic one. 22 countries speak different dialects that differ in sev-
eral phonetic characteristics and inventories with the standard,
as well as amongst each other. Dialectal differences not only
occur because of their inventories but also because of their dif-
ferent prosodic patterns. It has been attested that intonation can
identify the speaker’s dialect [3], and it is significant in identi-
fying the speaker’s dialectal origin whether Eastern or Western
Arabic dialects [4].

Previous research on LID and DID using speech data can
be divided into studies that concentrate on lexical, phonotactic,
and acoustic features. Traditionally, i-vector-based approaches
have been considered as state-of-the-art. Combinations of i-
vectors and deep neural networks have resulted in important

recognition gains in LID tasks [5, 6]. Research in Arabic Di-
alect Identification (ADI) shows that using purely linguistic fea-
tures such as words and characters does not improve perfor-
mance over acoustic ones obtained with convolutional neural
networks (CNN) [7, 8]. Previous prosodic and phonotactic ap-
proaches to the study of Arabic dialects have shown that intona-
tion and rhythm significantly improve identification over purely
phonotactic-based approaches [3, 9]. More recently, end-to-end
schemes to ADI using CNN and acoustic features have shown
better performance than linguistic features alone. Although fu-
sion systems tend to obtain better results overall [10]. Domain
attentive end-to-end architectures without prior target informa-
tion has shown robustness in ADI tasks [11], and adaptation to
various domains. Overall, results in ADI tasks seem to indicate
a strong acoustic component in the speech signal that is able to
capture the regularities and differences amongst Arabic dialects.

In this article we present a full end-to-end pipeline for ADI,
using intonation patterns and acoustic representations that re-
quire no linguistic knowledge. The approach presented extracts
intonation patterns from speech signals by first obtaining a con-
tour approximation of f0. The contour C(f0) is a reduction,
or simplification, of the fundamental frequency obtained from
the raw audio signal. Patterns are then mined from C(f0) using
a sequential pattern mining algorithm. Intonation embeddings
are learned from the intonation patterns based on the acoustic
features using hybrid deep convolutional and recurrent architec-
tures. We investigate the usefulness of short intonation patterns
in the automatic identification of Arabic dialects and the effect
of the sample size when using this type of representation.

The main contributions of this article are: 1) we present
an intonation pattern embedding scheme for ADI that is able
to learn and identify Arabic dialects with a higher degree of
accuracy than previous approaches in the VarDial 2017 ADI
dataset. 2) The method presented learns quality representations
from short speech samples that can be useful in low-resource
contexts. 3) The method is robust to data sparsity and noise.
We make code and data publicly available 1.

2. Dialectal Speech Corpus
To test our approach, we use a dialectal Arabic dataset from
the VarDial 2017 ADI challenge that it is publicly available and
used in previous research. The goal of the VarDial ADI task was
to identify Arabic spoken dialects and their acoustic features to
discriminate at the utterance level between five Arabic varieties,
namely Modern Standard Arabic (MSA), Egyptian (EGY), Gulf
(GLF), Levantine (LAV), and North African (NOR) [2].

The data comes from a multi-dialectal speech corpus cre-
ated from high-quality broadcast, debate, and discussion pro-
grams from Al Jazeera, and as such contains a combination of

1https://github.com/aitor-mir/ADI
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Table 1: The ADI dataset: examples (Ex.) in utterances, duration (Dur.) in hours, and words in 1000s.

Training Development Test
Dialect Dialect Ex. Dur. Words Ex. Dur. Words Ex. Dur. Words

Egyptian EGY 3,093 12.4 76 298 2 11.0 302 2.0 11.6
Gulf GLF 2,744 10.0 56 264 2 11.9 250 2.1 12.3

Levantine LAV 2,851 10.3 53 330 2 10.3 334 2.0 10.9
MSA MSA 2,183 10.4 69 281 2 13.4 262 1.9 13.0

North African NOR 2,954 10.5 38 351 2 9.9 344 2.1 10.3
Total 13,825 53.6 292 1524 10 56.5 1492 10.1 58.1

spontaneous and scripted speech [2]. The training data was col-
lected from the beforementioned five dialects, and the record-
ings were then segmented in order to avoid speaker overlap. In
addition, non-speech parts such as music and background noise
were removed. Table 1 shows the distribution of the five Arabic
dialects in the ADI dataset. [2].

Several accuracy results were reported by the competing
teams on the VarDial task [2]. The first-ranked score in the
ADI Shared task achieved 76.32% accuracy with a weighted
F1 score [12]. The winning solution proposed an approach
that combines several kernels using multiple kernel learning
with two runs; Kernel Discriminant Analysis (KDA) and Kernel
Ridge Regression (KRR) based on a combination of three string
kernels and a kernel based on i-vectors. Table 2 summarizes the
results of the two runs.

Table 2: Results on the test set of KRR and KDA.

Run Kernel Accuracy F1(macro) F1(weighted)
1 KRR 76.27% 76.40% 76.32%
2 KDA 75.54% 75.94% 75.81%

The same dataset was used for the MGB-3 challenge [13],
and the highest accuracy score was reported at 75% . Later
studies on the same dataset using deep learning architectures
reported accuracies of 73% for a single feature system and
81.36% for a fusion system [10].

3. Intonation Pattern Discovery
From the data presented in section 2 intonation embeddings are
extracted following a pipeline based on the following compo-
nents: a contour approximation and simplification method, and
a sequential pattern mining algorithm [14]. The main objec-
tive of this pipeline is to extract statistically relevant intonation
patterns from the approximated f0 curve as shown in Figure
1. The approximation function reduces the variability of the
speech signal and allows for a more compact representation
from which patterns can be mined. This approach is used in
Music Information Retrieval applications for obtaining music
contours [15]. Instead of looking for musically-tempered steps
or specific distances between frequencies, we use a univariate
version of the k-means algorithm to obtain groups of frequen-
cies, from which contours can be extracted [16].

The fundamental frequency f0 is obtained using Kaldi’s im-
plementation [17], with minimum and maximum values for f0
set at 50 and 600 Hz respectively, and a window size of 256
samples. The contour approximation C(f0) is constructed by
first extracting all points from f0, and then k-means is used
to group points within a cluster. Once all clusters from a sin-
gle speech signal are obtained, distances are estimated between
cluster points, resulting in a vector of contour points in the time

Table 3: Intonation patterns and duration (hours) by dialect.

Intonation Patterns
Dialect Instances Duration
EGY 15,294 1.175
GLF 17,010 1.254
LAV 16,271 1.252
MSA 10,984 0.789
NOR 17,369 1.362

domain.The following steps describe this approximation more
formally:

• Given a set of points P in f0 we say that a line segmentL
is bounded by all points in P if P ⊆ Kj where Kj ∈ K
is the j-th k-mean cluster in the set K of all clusters in f0

• We obtain the distance d(·) for all line segments in f0
given d(Lj−1, Lj) and Lj−1 ⊆ Kj−1 and Lj ⊆ Kj .

• The procedure outputs the approximated contour C as a
vector of points in the time domain.

Once the set C of all contours is created, we apply the BIDE
algorithm [14] to obtain sequential patterns, generating dictio-
naries of intonation patterns for all 5 dialects. We can say that
a dictionary Dl = {I1l, ..., Ikl} contains k patterns I that are
closed given a minimum support function for the l-th dialect.
We set the minimum pattern length to 5, which represents the
number of approximated contour points in f0. Note that the
contour output represents distances not of frequencies directly,
but of groups of distances as defined by the k-means algorithm.

When this procedure is applied to the entire training data
described in section 2, the initial set of 13,825 speech instances
results in a total of 76,928 intonation patterns. The mean dura-
tion for the intonation patterns is 0.273 seconds, and the median
value is 0.253. Table 3 shows pattern distributions by dialect.
Even though the number of training instances is much larger,
the total duration of the training set of intonation patterns is
only 5.83 hours, 10.88% of the total training set.

4. Acoustic Representation Learning
From the dictionaries of patterns obtained in the procedure de-
scribed in section 3 we extract acoustic features that will be
used as the input for the different convolutional architectures in
the identification task. We frame the ADI task as an acoustic
representation learning problem, where an architecture tries to
predict the label of a given acoustic pattern based on the into-
nation embedding learned. An intonation embedding is then a
fixed-length vector of the variable-length speech pattern.
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Figure 1: ADI pipeline proposed with the Res-BLSTM architecture.

4.1. Intonation embeddings

More formally, we can define a vector of frame-level acoustic
features as Y = y1:T where each yt ∈ Rd is a d-dimensional
feature at the frame level. An acoustic embedding is then
a function f(Y ) that maps a variable length segment into a
fixed-dimensional space Rd. We say that f(y1) ≈ f(y2) if
||f(y1)− f(y2)|| ≤ θ, where θ is a minimum acceptable simi-
larity threshold of the embeddings.

Previous research in DID and speaker recognition and ver-
ification using deep learning methods, have used MFCC and
filterbanks normally concatenated with other acoustic or higher
level linguistic features as the acoustic representation. In DID
tasks, MFCC features in combination with i-vectors [8], and
MFCC and filterbank features with frames of 25ms [10, 18]
achieve state-of-the-art accuracy results. In speaker recognition
tasks, the x-vector approach uses filterbanks with frame-length
of 25 ms over a 3 second window[19]. In a pre-training phase,
results with the approach and models used in this article indicate
that log mel-spectrograms with 128 mel frequency bins and 512
samples per frame achieve better performance than MFCC (8%
increase) or FBANK (6.25% increase). This is consistent with
previous results in ADI tasks [10], that point at spectrogram
features to work better with larger datasets, since they contain
more information.

4.2. Convolutional architectures

A combination of convolutional and recurrent architectures
were tested in this article. We use as a baseline a convolutional
recurrent neural network (CRNN) model and propose a hybrid
combination of residual [20] and bidirectional LSTM [21] net-
works (Res-BLSTM) with shallow residual blocks.

The CRNN architecture is composed of 4 blocks that con-
tain a convolutional layer, a batch normalization step, an expo-
nential linear unit layer, a maxpool layer, and a dropout layer.
The first block of layers uses convolutional filters of sizes 3x3
with stride 2x2, also used in the maxpool layer. The rest of the
blocks (2-4) use small filters of 3x3 with stride of 1 to capture
small regularities in the data. The architecture uses a recurrent
GRU network to learn the sequential properties of intonation
patterns.

The hybrid model uses shallow residual blocks present in
Resnets as a front-end to process acoustic features, and a recur-
rent BLSTM network to learn sequential characteristics of the
speech signal. We parameterize the first convolutional layer of
the first residual block with 3x3 filters and stride of 2x2, and for
the remaining convolutional layers in all blocks a filter with ker-
nel size of 3x3 and stride of 1. The recurrent layer learns from
an input sequence X = {x1, x2, ..., xT } the best representa-

tion that produces as output the sequence Y = {y1, y2, ..., yT },
where X is a vector of acoustic features at the frame level. The
BLSTM is composed of a forward LSTM

−→
f that estimates the

forward hidden states
−→
h1, · · · ,

−→
hT . The backward LSTM

←−
f

obtains a backward representation of the hidden states by pro-
cessing the sequence in reverse order, obtaining the backward
hidden states iterating back from t = T to 1. The concatenation
of the output of the forward and backward networks

−→
Y ⊕

←−
Y

produces the embedding of a given pattern.
Both architectures use a fully connected layer with 1024

units and ReLU activations and a softmax layer for the classi-
fication of the data instances. Both models were implemented
using the library Pytorch [22]. Figure 1 summarizes the entire
pipeline and the presented Res-BLSTM architecture.

5. Experiments
To test the quality of the approach presented, we perform two
experiments: one using intonation patterns obtained from the
test set of the VarDial 17 and MGB-3 ADI challenges, an an-
other experiment using the very small random samples from the
same test dataset (between 0.25 and 1.3 seconds of duration).
The main objective is to test whether the intonation pattern ap-
proach taken is able to perform well with smaller datasets, and if
the intonation patterns learned are able to generalize to contexts
with more noisy data. Since we were interested in settings were
data may be limited, the development set was not used for the
experiments, and the models were not optimized using it. This
limitation was intended to show the strength of the approach
presented.

5.1. Training and parameters

We train both architectures with batch sizes in the set { 32, 40,
80, 128}, and with epochs {10, 20, 30, 40}. Two early stop-
ping policies of 5 and 2 epochs were implemented. Decisions
on parameter selection were based on maximizing accuracy and
minimizing the loss function while considering a general princi-
ple of computational efficiency: the best model should be able
to predict, in the minimum amount of time possible, the most
number of instances correctly. This is to avoid overfitting and
to generalize over the largest sample space possible. ADAM
optimization [23] with a learning rate of 0.001 was employed to
optimize the architectures with the cross-entropy loss:

loss(y, ŷ) = −
∑

y log ŷ (1)

where y is the probability of the true class, and ŷ is the proba-
bility of the predicted.
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Table 4: Results on the ADI task for the Intonation Patterns data and the original VarDial 17 test set.

Intonation Patterns dataset Original VarDial dataset
Train Test Test

Model Accuracy Accuracy Accuracy F-1 (Weig.)
(Shon et al., 2018; single ) 73.39
(Shon et al., 2018; fusion) 81.36

(Ionescu et al., 2017) 76.27 76.32
CRNN 81.05 75.69

Res-BLSTM 96.17 91.88 81.25 81.56

For training, 80% of the data described in Table 3 was used,
while the remaining 20% was left for validation. The best com-
bination of parameters [batch; epochs; early stop] for CRNN
were [80; 20; 5] while for Res-BLSTM [128; 15; 2].

5.2. Signal reduction by segmentation

Data augmentation has played an important role in accuracy
improvement in previous deep learning approaches to ADI
[10, 11]. Augmentation increases the sample size of the train-
ing set by creating perturbations to the audio signal such as time
warping, frequency and time masking, or directly modifying the
acoustic representation [24], with the goal of improving the ro-
bustness of the models and avoid overfitting. Data augmentation
can be considered a regularization technique.

Instead of using augmentation directly on the dataset, the
intonation pattern discovery approach presented, reduces the
training set by segmenting longer speech audio signals into
smaller units (patterns) without perturbations to the signal itself.
The result is an increase of the sample size by reducing the total
duration of the data to only 10.88% of the original training set.
We call this approach signal reduction by segmentation, since
we are extracting minimal patterns from longer audio signals
that are statistically relevant, and richer in terms of the informa-
tion content, while less valuable information is disregarded.

6. Results and Discussion
Results, as shown in Table 4, underline the main findings of
the proposed approach: intonation pattern embeddings provide
sufficient information to achieve state-of-the-art results in the
VarDial 17 ADI dataset with minimal sample length.

Experimental results are divided by dataset type, and com-
pared with state-of-the-art results in the original VarDial 17 test
set using the same metrics as in previous research [10, 12].
The baseline (CRNN) and the Res-BLSTM model presented,
were trained only using the dataset shown in Table 3. Both
models were tested on the intonation patterns dataset, and our
best model (Res-BLSTM), also on the original test set used for
the VarDial 17 and MGB-3 ADI challenges, but with a much
smaller length of the speech samples, as described in section
5. This restrictive approach allows us to test whether small
acoustic intonation embeddings learned by deep architectures,
are able to generalize to a broader class of problems where data
is not only sparse, but also noisy.

Both models show no sign of overfitting as indicated by the
training and test accuracy measures in the intonation patterns
dataset, with a relative decrease of 4.7%. Both models show
significant accuracy capabilities if we compare them with state-
of-the-art results. This could be because the dataset has been
reduced to its most fundamental content, and information that
is irrelevant for the prediction task has been discarded. In other

words, this can be seen as a reduction of the data complexity
and an increase of the sample size by algorithmic means.

Surprisingly, when the Res-BLSTM model is tested on the
original test set with small samples picked randomly, the model
outperforms previous single-feature approaches and comes very
close to the fusion system of Shon et al. [10]. This result can be
seen as the model is able to learn small speech patterns, that are
small enough, to be prevalent in Arabic dialectal speech data.
The result is particularly interesting considering that the total
training duration of the dataset used is almost the same as the
test set. Also, it is well known from the VarDial and MGB-3
reports [2, 13], that the training and test domains were inten-
tionally mismatched to challenge participants, which shows the
robustness of the full pipeline presented.

The signal segmentation approach taken in this article,
presents also an interesting case of deep learning optimiza-
tion of speech signals. The data extracted from the original
speech corpus significantly reduces the training time of the Res-
BLSTM architecture. To achieve the results shown in Table 4,
only 15 epochs were needed, with an early stopping policy of 2.
It should be noted that recurrent networks in combination with
residual blocks with small filters, are able to capture local-level
features in the convolutional layers, while processing sequential
patterns in the recurrent (BLSTM) ones.

7. Conclusion

An intonation pattern embedding pipeline for the automatic
identification of Arabic dialects was presented. Overall, the pro-
posed pipeline is able to extract small intonation patterns that
contain sufficient information to achieve state-of-the-art results
on the VarDial 17 dataset. The pipeline requires minimal in-
formation to learn high-quality acoustic embeddings, as results
in the ADI task show, and reduces the learning time by reduc-
ing the signal to be learned, and consequently the sample space.
The combination of residual blocks and BLTSM networks pro-
vide a compact model to learn more accurate acoustic represen-
tations of the speech signal. The success of the approach pre-
sented has to do also with the high acoustic information Arabic
dialects contain as expressed in their intonation patterns, that
are sufficient to automatically identify them with short sam-
ples. This approach can have many applications in low-resource
speech identification systems, or in contexts where the signal
has been significantly degraded.
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