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Abstract
This paper presents an adversarial learning method for
recognition-synthesis based non-parallel voice conversion. A
recognizer is used to transform acoustic features into linguistic
representations while a synthesizer recovers output features
from the recognizer outputs together with the speaker identity.
By separating the speaker characteristics from the linguistic
representations, voice conversion can be achieved by replacing
the speaker identity with the target one. In our proposed
method, a speaker adversarial loss is adopted in order to
obtain speaker-independent linguistic representations using the
recognizer. Furthermore, discriminators are introduced and a
generative adversarial network (GAN) loss is used to prevent
the predicted features from being over-smoothed. For training
model parameters, a strategy of pre-training on a multi-speaker
dataset and then fine-tuning on the source-target speaker pair
is designed. Our method achieved higher similarity than the
baseline model that obtained the best performance in Voice
Conversion Challenge 2018.
Index Terms: voice conversion, recognition-synthesis, adver-
sarial learning

1. Introduction
Voice conversion (VC) aims to modify a source utterance
into an output utterance, which sounds as if it is uttered by
a target speaker but keeps the linguistic contents unchanged
[1, 2]. In recent years, neural networks, such as deep neural
networks (DNN) [3, 4], recurrent neural networks (RNN) [5, 6]
and sequence-to-sequence (seq2seq) networks [7–9], have been
applied to build the acoustic models for voice conversion and
achieved great success.

According to the characteristic of training data, VC meth-
ods can be roughly categorized into two classes, i.e. parallel VC
and non-parallel VC [10]. In parallel VC, an acoustic model is
trained with paired source-target acoustic frames or sequences.
However, it’s difficult to do so in non-parallel VC due to
the lack of parallel training data. Many methods have been
proposed for non-parallel VC and recognition-synthesis (Rec-
Syn) is one of them [11–15]. At the conversion stage of this
method, an automatic speech recognition (ASR) model is first
employed to extract linguistic-related features, e.g. phonetic
posteriorgrams (PPGs) [12] or bottleneck features [14], from
the source speech. Then, a synthesis model is applied to predict
the acoustic features of the target speaker. However, without
explicitly disentangling linguistic and speaker representations,
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the outputs of the ASR model often contain the information of
source speakers, which may harm the similarity of converted
voice. Besides, the converted voice often suffers from the over-
smoothing issue [16] because the mean square error (MSE)
criterion is usually adopted for training the synthesis model.

To overcome these limitations, an adversarial learning
method for Rec-Syn based non-parallel VC is presented in this
paper. In our method, a recognizer is adopted for extract-
ing linguistic representations and a synthesizer is adopted for
predicting the converted acoustic features. When extracting
linguistic representations, a speaker adversarial learning loss
is employed besides the phoneme recognition loss, thus the
linguistic representations are processed to be speaker-agnostic.
Also, generative adversarial network (GAN) losses [17] are
used in order to alleviate the over-smoothing effect. The
WaveNet vocoder [18] is adopted for recovering the waveforms
of converted voice. For training model parameters, an external
multi-speaker dataset is first adopted for pre-training. Then, the
model is adapted to the desired conversion pair by fine-tuning.

Experiments are conducted to compare our method with
a Rec-Syn baseline, which achieved the best performance in
Voice Conversion Challenge 2018 [14]. The experimental
results showed that our proposed method obtained better per-
formance, especially on the similarity of converted speech.
Ablation studies were also carried out to demonstrate the
effectiveness of several important components in our proposed
model.

2. Related Work
Our method is similar to the auto-encoder (AE) based VC
with speaker adversarial learning [19–22]. Polyak et al. [19]
proposed a WaveNet based AE model for VC with a speaker
confusion network. Chou et al. [20] employed an adversarial
trained AE for VC and the voice quality is further improved
by another residual generator and discriminator. In both our
method and previous studies, the acoustic features are first
transformed into speaker-independent representations , which
are then decoded back into acoustic features. The main dif-
ference between our method and the AE-based VC is that our
method utilizes text supervision for building the ASR module
and extracting linguistic representations explicitly at training
stage. Therefore, our method belongs to the category of Rec-
Syn based VC rather than the AE-based one.

3. Proposed Method
3.1. Structure overview

Our model is consist of a recognizer R for transforming the
acoustic features into linguistic representations, a phoneme
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Figure 1: (a) The diagram of our proposed method at training
stage. (b) The conversion process of our proposed method. X ,
H and y represent acoustic features, linguistic representations
and speaker label respectively.

classifier Cp for phoneme label classification, a speaker classi-
fier Cs for eliminating speaker information, a synthesizer S for
recovering acoustic features, and discriminators D for obtaining
GAN losses. Figure 1 (a) depicts the overall structure of the
proposed method at training stage. During conversion, Cp,
Cs and D are discarded as shown in Figure 1 (b). Details
and training losses of these components are described in the
following subsections.

3.2. Recognition process

Linguistic representations are extracted by the recognizer as
H = R(X), where X = [x1, . . . ,xNx ] and Nx are
acoustic features and its frame number respectively. H =
[h1, . . . ,hNh ] and Nh are linguistic representations and its
frame number respectively. The recognizer is built with two-
layer bi-directional LSTM interleaved with strided CNN. It
decreases the sampling rate of input sequences by 4 times thus
we have Nh = Nx/4.

With inputs of linguistic representations, the phoneme
classifier predicts the sequence of phoneme labels as P ′ =
Cp(H), where P ′ = [p′

1, . . . ,p
′
Np

] and Np is the length
of phoneme sequence. Cp is one-layer LSTM equipped with
attention module [23] and auto-regressive connection. A cross-
entropy loss is used as

Lp =
1

Np
Σ

Np

n=1CE(pn,p
′
n). (1)

The speaker classifier tries to infer the speaker identity from
linguistic representations as Y ′ = Cs(H) frame by frame,
where each frame in Y ′ = [y′

1, . . . ,y
′
Nh

] is the probability
distribution of the predicted speaker. It is built with a 3-layer
CNN. A cross entropy loss of speaker classification is used for
Cs as

Ls =
1

Nh
Σ

Nh
n=1CE(y,y′

n), (2)

where y represents the ground-truth speaker label encoded as
one-hot vector. Meanwhile, the recognizer is trained adversar-
ially to make H speaker-invariant. As suggested in previous
studies of learning disentangled representations [24], a speaker
adversarial loss is applied to the recognizer as

Ladv =
1

Nh
Σ

Nh
n=1MSE(

1

|y| ,y
′
n), (3)

where |y| represents the number of speakers in the training
dataset. Therefore, the loss penalizes the distance between

prior and predicted distribution of speaker probabilities. To
strengthen the adversarial training, a secondary speaker clas-
sifier C′

s is also applied to the outputs of the first LSTM layer in
R. And it’s also trained with a classification loss L′

s and passes
an adversarial loss Ladv′ .

As indicated by Ocal et al. [21], the error rate of the
optimal speaker classifier relates to an upper bound of mutual
information I(y;H). In order to approximate the optimal
classifier, the speaker classifiers are updated K times for each
training step in our experiments.

3.3. Synthesis process

The synthesizer recovers acoustic features from the concatena-
tion of linguistic representations and speaker label as X ′ =
S(H,y), where X ′ = [x′

1, . . . ,x
′
Nx

]. The linguistic and
embedded speaker label are repeated to the length of acoustic
features and then concatenated as the inputs of the synthesizer.
The synthesizer architecture basically follows the decoder in
Tacotron model [25, 26]. However, it is connected to the recog-
nizer outputs frame-by-frame rather than utilizing an attention
block. The predicted acoustic features are penalized by the
MSE loss as

Lrec =
1

Nx
ΣNx

n=1MSE(x′
n,xn). (4)

Simply applying the MSE criterion often leads to over-
smoothed acoustic features. In order to generate more realistic
acoustic features, GAN losses are further incorporated during
model fine-tuning. The recognizer-synthesizer module is used
as the generator, i.e. X ′ = S(R(X),y). Speaker-dependent D
is adopted to classify the natural or generated acoustic features
for each speaker. The discriminators are based on 4-layer 1D-
CNN followed by a mean pooling layer. Wasserstein GAN with
gradient penalty (WGAN-GP) [27,28] is chosen as the objective
function in order to stabilize the training process of GAN. The
discriminators are trained with the loss as

Ldis = D(X ′)−D(X) +wgp ∗ (‖ ∇X̂D(X̂) ‖2 −1)2, (5)

where wgp represents the weighting factor of GP loss, and X̂
represents randomly sampled features by interpolating between
X and X ′. The generator is trained with an adversarial loss

Lgan = −D(X ′). (6)

3.4. Training strategy

The training process of our proposed model includes pre-
training on an external multi-speaker dataset and fine-tuning
on the pair of source-target speakers. Such design aims
to transfer the knowledge learned from large multi-speaker
dataset to one pair of speakers. It is expected to increase
the model’s generalization ability especially when the training
data of desired pair is insufficient. Despite that this paper
concentrates on the conversion between a pair of two-speakers,
our method can be readily extended to multiple speakers for
many-to-many VC.

In summary, four kinds of losses are imposed during pre-
training. They are the phoneme classification loss Lp, speaker
classification losses Ls and Ls′ , adversarial losses Ladv and
Ladv′ , and the reconstruction loss Lrec. Ladv and Ladv′

are scaled by wadv and wadv′ respectively. Then losses are
added together for training the model. During fine-tuning, two
additional speaker embeddings are initialized randomly while



Table 1: Details of model configurations.

R

Conv1D-k5s2c512-BN-ReLU-Dropout(0.2)→
1 layer BLSTM, 256 cells each direction→
Conv1D-k5s2c512-BN-ReLU-Dropout(0.2)→
1 layer BLSTM, 256 cells each direction→H

Cp one layer LSTM, 128 cells with attention

Cs
Conv1D-k5s1c256-BN-LeakyReLU ×3→
FC-99-Softmax

S

Prenet: FC-256-ReLU-Dropout(0.5) ×2

RNN: 2 layer LSTM, 512 cells,

2 frames are predicted each RNN step

Postnet: Conv1D-k5s1c256-BN-ReLU-Dropout(0.2) ×5→
Conv1D-k5s1c80, with residual connection

from the input to output

D
Conv1D-k5s2c256-LeakyReLU ×3→
Conv1D-k5s2c1→ mean pooling

“FC” represents fully connected layer. “BN” represents
batch normalization. “Conv1D-kksscc” represents 1-D
convolution with kernel size k, stride s and channel c.
“×N” represents repeating the block for N times. Structure
of S follows the decoder in the Tacotron model [25, 26].

the rest parameters are loaded from the pre-trained model. In
addition to the losses applied during pre-training, GAN losses
Ldis and Lgan are further adopted. Here, Lgan is first scaled
by wgan then added to the total loss.

4. Experiments
4.1. Experimental conditions

One female speaker (slt) and one male speaker (rms) in the
CMU ARCTIC dataset1 were used as the pair of speakers for
conversion in our experiments. For each speaker, the evaluation
and test set both contained 66 utterances. The non-parallel
training set for each speaker contained 500 utterances. Smaller
training sets containing 100, 200, 300 and 400 utterances were
also constructed by randomly selecting a subset of the 500
utterances for training. The multi-speaker VCTK dataset [29]
was utilized for model pre-training. Altogether 99 speakers
were selected from VCTK dataset. For each speaker, 10 and
20 utterances were used for validation and testing repsectively.
The remaining utterances were used as training samples. The
total duration of training samples was about 30 hours.

For acoustic features, 80-dimensional Mel-spectrograms
were extracted every 10 ms and then scaled to logarithmic
domain. Adam [30] optimizer was used with a learning rate
of 0.001. The batch size was 32 and 8 at the pre-training
and fine-tuning stage respectively. The weighting factors of
adversarial losses were set as wadv = 100, wadv′ = 5 and
wadv = 1, wadv′ = 0.1 during pre-training and fine-tuning
respectively. K was set as 2. For the GAN loss, wgp and
wgan were set as 10 and 0.05 respectively. After fine-tuning,
the accuracy of the speaker classifier on the test sets of slt and
rms was 72.2%. In comparison, it was 100.0 % without using
adversarial losses. And the accuracy of phoneme classifier was
89.4%.

The details of our model structure are summarized in
Table 1. The implementation of WaveNet vocoder followed our
previous work [14]. Since this paper focuses on the acoustic

1http://festvox.org/cmu_arctic/index.html

Table 2: MCDs and F0 RMSEs on test set using training sets of
different sizes. Lower is better.

# of Utt.

rms-to-slt

VCC2018 Proposed

MCD F0 RMSE MCD F0 RMSE

(dB) (Hz) (dB) (Hz)

100 3.420 14.573 3.323 18.675

200 3.411 15.100 3.252 16.511

300 3.399 14.207 3.246 17.134

400 3.386 14.784 3.246 17.357

500 3.376 15.042 3.213 17.055

# of Utt.

slt-to-rms

VCC2018 Proposed

MCD F0 RMSE MCD F0 RMSE

(dB) (Hz) (dB) (Hz)

100 3.218 16.226 3.286 18.655

200 3.200 15.956 3.245 17.546

300 3.188 15.455 3.175 17.638

400 3.179 15.595 3.173 17.204

500 3.171 15.771 3.147 17.484

models for VC, the same WaveNet vocoders trained with 500
utterances were used when varying the size of data for fine-
tuning acoustic models.

We compared our proposed method with a Rec-Syn base-
line [14] (i.e., VCC2018)2. In this method, bottleneck features
were extracted by an ASR model trained on about 3000 hours of
external speech data as linguistic descriptions and were used as
the inputs of speaker-dependent synthesis models. This method
achieved the best performance on the non-parallel VC task of
Voice Conversion Challenge 2018.

4.2. Objective evaluation

For objective evaluation, F0 and 25-dimensional MCCs features
were extracted by STRAIGHT [31] from the reconstructed
waveforms for evaluation. Then, Mel-cepstrum distortions
(MCD) and root mean square error of F0 (F0 RMSE) on test
set were reported in Table 2.

Compared with the VCC2018 baseline, our proposed
method achieved lower MCD except in slt-to-rms conversion
given 100 and 200 training utterances. However, for F0 RMSE
metric, the VCC2018 achieved better results compared to the
proposed method. This results indicated the potential of further
improving F0 prediction in our proposed method. We should
notice that VCC2018 method exploited a large amount of data
(i.e., 3000 h) for training the ASR model. On the other hand,
the proposed method was pre-trained on much smaller VCTK
dataset (i.e., 30 h).

In order to analyze the effects of various strategies used
in our model, ablation studies were further conducted. For
investigating the effects of speaker adversarial training, we
removed the losses of Ladv and Ladv′ (i.e., “-adv”). For
investigating the effects of phoneme classification, the loss Lp

was removed (i.e., “-phone”). For investigating the effects
of pre-training, the model was initialized randomly before
fine-tuning (i.e., “-pretrain”). For investigating the effects
joint optimization, the recognizer and synthesizer were trained

2 Audio samples of our experiments are available at https://
jxzhanggg.github.io/advVC/.

http://festvox.org/cmu_arctic/index.html
https://jxzhanggg.github.io/advVC/
https://jxzhanggg.github.io/advVC/


Table 3: MCDs and F0 RMSEs in ablation studies of proposed
method. Lower is better.

Methods
rms-to-slt slt-to-rms

MCD F0 RMSE MCD F0 RMSE

(dB) (Hz) (dB) (Hz)

Proposed 3.213 17.055 3.147 17.484
-adv 3.967 29.140 3.683 22.929

-phone 3.781 22.232 3.753 20.038

-pretrain 4.228 27.177 3.911 44.790

-joint 3.267 17.223 3.214 17.550

-tunerec 3.444 16.905 3.411 18.968

-all 4.287 24.443 3.900 35.969

separately (i.e., “-joint”). An experiment was also conducted
that fixed the recognizer and only adapted the synthesizer on the
target speaker during fine-tuning (i.e., “-tunerec”). In analogy
to the VCC2018 baseline, a conventional Rec-Syn model was
built (i.e., “-all”) using the same training data and model
structure as those of our proposed method. In this method,
the recognizor was first trained with the phoneme classification
loss for extracting linguistic features. Then, the synthesizer was
pretrained and finetuned on the target speaker.

Table 3 summarizes the results of ablation studies. From
the table, we can see that performance of the proposed method
degraded without using either the speaker adversarial loss
or the phoneme classification loss. When listening to the
converted samples for further examination, it’s found that
the voice converted by “-adv” method suffered from low
similarity while those converted by “-phone” method had low
intelligibility. For the “-pretrain” method, objective errors
increased drastically. And the converted voice was hardly
intelligible. Objective errors slightly rose when using the “-
joint” method. It indicated that training the recognizer and the
synthesizer separately leaded to sub-optimal solutions. For the
“-tunerec” method, the spectral distortion increased and the F0

error was close to the proposed method. These results indicated
fine-tuning the whole model on both source and target data
improved the performance of the model. From the last row of
the table, we can see the improvement of our proposed method
over conventional Rec-Syn method was significant .

Figure 2 (a) and (c) show the Mel-spectrograms of one
source utterance and its converted voice using our proposed
method respectively. The converted Mel-spectrogram is similar
to that of natural reference in Figure 2 (d). Comparing the
Mel-spectrogram converted by our proposed method to that
converted by the method without GAN loss in Figure 2 (b),
we can see that the GAN loss helped to alleviate the over-
smoothing problem and to enhance the format structures.

4.3. Subjective evaluation

The “-all” method in previous ablation study, the VCC2018
baseline and the proposed method were compared in subjective
evaluations. For each experiment, at least thirteen listeners were
involved. Samples were presented to them using headphones in
random order. They were asked to give a 5-scale opinion score
(5: excellent, 4: good, 3: fair, 2: poor, 1: bad) on both similarity
and naturalness for each converted utterance. 20 utterances
were selected randomly from the test set and two conversion
directions (i.e., slt-to-rms and rms-to-slt) were evaluated for
each method.

Table 4: Mean opinion scores with 95% confidence intervals of
different methods on test set. Higher is better.

# of Utt. -all VCC2018 Proposed

100
Nat. 1.514 ± 0.091 3.714 ± 0.130 3.628 ± 0.119

Sim. 1.471 ± 0.086 3.764 ± 0.153 3.850 ± 0.134

500
Nat. 1.493 ± 0.093 3.636 ± 0.132 3.950 ± 0.101

Sim. 1.457 ± 0.088 3.685 ± 0.154 4.129 ± 0.120
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Figure 2: Mel-spectrograms of (a) a source utterance, (b) the
voice converted by our proposed method without GAN loss, (c)
the voice converted by our proposed method and (d) the target
utterance.

From Table 4, we can see that the proposed method im-
proved the naturalness and similarity of the “-all” method with
a large margin. It indicated that our proposed method exploited
training data more efficiently with adversarial learning. Our
method outperformed the VCC2018 baseline given 500 training
utterances of both speakers for fine-tuning, in terms of both
naturalness and similarity. In the condition of using 100 training
utterances, our method achieved higher similarity while lower
naturalness than the VCC2018 method. Despite that our method
could obtain better disentangled representations, the VCC2018
baseline learned more fine-grained linguistic descriptions by
training on large external corpus. This is especially favorable
when the training data of the conversion pair is scarce.

5. Conclusions

In this paper, a method for non-parallel voice conversion is
proposed. Our model is based on the recognition-synthesis
framework and a speaker classifier module is introduced for
speaker adversarial learning. We also incorporate GAN losses
for boosting the quality of converted voice. The model is
first pre-trained on a multi-speaker dataset then fine-tuned on
the desired conversion pair. Both objective and subjective
evaluations proved the effectiveness of our method. Our future
work will try to further improve the performance of our method
by pre-training on larger datasets.
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Abstract
Encoder-decoder based methods have become popular for au-
tomatic speech recognition (ASR), thanks to their simplified
processing stages and low reliance on prior knowledge. How-
ever, large amounts of acoustic data with paired transcriptions is
generally required to train an effective encoder-decoder model,
which is expensive, time-consuming to be collected and not al-
ways readily available. However unpaired speech data is abun-
dant, hence several semi-supervised learning methods, such as
teacher-student (T/S) learning and pseudo-labeling, have re-
cently been proposed to utilize this potentially valuable re-
source. In this paper, a novel T/S learning with conditional
posterior distribution for encoder-decoder based ASR is pro-
posed. Specifically, the 1-best hypotheses and the conditional
posterior distribution from the teacher are exploited to provide
more effective supervision. Combined with model perturbation
techniques, the proposed method reduces WER by 19.2% rela-
tively on the LibriSpeech benchmark, compared with a system
trained using only paired data. This outperforms previous re-
ported 1-best hypothesis results on the same task.
Index Terms: semi-supervised learning, ASR, teacher-student
learning

1. Introduction
In recent years, attention based encoder-decoder models have
shown their ability in many sequence-to-sequence tasks, such
as machine translation [1] and automatic speech recognition
(ASR) [2, 3]. Despite promising performance, limited avail-
ability of paired training data (where both speech records and
transcriptions are available) may degrade the effectiveness of
encoder-decoder models. However, manual transcription is
time-consuming and costly [4], especially for low-resource lan-
guages. And thus semi-supervised learning methods, which aim
at leveraging large amounts of unpaired data to improve the
model’s performance, have drawn increasing interest from ASR
researchers.

There are several semi-supervised learning based ASR
methods in the literature, which will be detailed in Section 2.
One typical method is based on teacher-student (T/S) learn-
ing [5]. This was first proposed for knowledge distillation
where it aims to transfer information from a large highly reg-
ularized model into a compact one [5]. In [6, 7], sequence-level
T/S learning has been successfully applied to model compres-
sion tasks. In the scenario of semi-supervised learning, T/S
learning involves first generating supervision information on
unlabeled speech from a trained teacher model, and then us-
ing this re-paired data to train a student model. The supervi-
sion information is usually in the form of an output distribution,

making T/S learning different from pseudo-labeling [8], which
aims to generate hard labels on unpaired data. Unfortunately,
since deriving a sequence-level distribution is intractable due
to the huge exploration space involved, it is not easy to apply
T/S learning to sequence-to-sequence tasks such as ASR [6, 7].
In [9], 1-best hypothesis approximation based T/S learning was
applied for rare word ASR, which is actually similar to pseudo-
labeling [10]. Then in [6, 7], 1-best hypothesis and N-best hy-
potheses were adopted. From [11], it was found that N differ-
ent 1-best hypotheses obtained from N’s decoding with dropout
configurations was beneficial. The key point of sequence-level
T/S learning is to find an effective approximation of the se-
quence distribution produced by the teacher model.

In this work, a novel T/S learning method is proposed for
encoder-decoder based semi-supervised ASR. Unlike 1-best or
N-best hypotheses based T/S learning methods, a new type of
supervision for training the student model is presented. Specif-
ically, the teacher model is used to generate two kinds of infor-
mation concerning label through beam search: 1) 1-best hypoth-
esis just like the previous works [6, 9]; and 2) the sequence of
conditional posterior distribution through the 1-best decoding
path, which indicates the confidence of the produced symbols
during decoding. In the remainder of this paper, the 1-best hy-
pothesis and conditional posterior distribution are named hard-
and soft-labels respectively. Exploiting these two levels of in-
formation may provide an effective approximation of sequence
distribution, and help the student model to tolerate more uncer-
tainty in the unpaired data.

In practice, the effectiveness of the supervision can re-
duce when the output distributions of the teacher and student
models are very close, especially soon after the student model
is initialized by the teacher. To address this issue, data aug-
mentation [12] and random dropout are applied during student
model training, aiming to introduce some perturbation in the
student’s output distribution. This idea is motivated by model-
consistency loss [13, 14] in semi-supervised image classifica-
tion, where data and/or model perturbation plays a key role.

We evaluate the proposed T/S learning method on the Lib-
riSpeech [15] corpus, demonstrating a 19.2% relative word er-
ror rate (WER) reduction compared to a system using paired
data solely. This result also outperforms the previous 1-best
hypothesis based T/S learning method [6, 9, 10] under a like-
for-like comparison.

2. Related work
Our approach is related to semi-supervised ASR methods which
aim to leverage unpaired speech data. These methods can be
divided into the following two categories. The first involves



reconstructing speech data, restricting them similar to the real
input. It is usually implemented by chaining an ASR model to
a reconstruction network, such as a text-to-speech (TTS) sys-
tem [16, 17, 18], a text-to-encoder (TTE) model [19], or just
the decoder of a TTS [20, 21].

The second category, known as pseudo-labeling [8] or self-
training [10], involves first generating transcriptions of unpaired
speech records using an existing ASR system, and then us-
ing the pseudo-paired data to train a new model. T/S learn-
ing actually resembles pseudo-labeling when using only 1-
hypothesis approximation when applied to ASR task. Pseudo-
labeling has been shown useful in training conventional ASR
systems [22, 23] in early years. However very recently, an end-
to-end model based self-training method with confidence data
selection [10] and local prior matching [24] was studied, achiev-
ing state-of-the-art WER recovery rate [10] on the LibriSpeech
semi-supervised benchmark. We note that a CTC based semi-
supervised ASR system [25] also applied data augmentation
and dropout to the student model, but that work was based
on online pseudo-labeling with hard labels, and without beam
search.

3. T/S learning for end-to-end ASR
3.1. End-to-end attention based ASR model

End-to-end ASR models are designed to directly map variable
length speech features to a character or word sequence. State-
of-the-art end-to-end ASR models usually consist of an encoder
and a decoder equipped with an attention network [26, 27]. In-
put sequence X = {xt|t = 1, . . . , T ′} is first converted to an
hidden representation H = {ht|h = 1, . . . , T} by the encoder,
where T ′ and T are the length of input and representation se-
quence respectively. The hidden representation is then fed into
the decoder through an attention mechanism (Att). The de-
coder is usually a recurrent network (Rnn), outputting the cur-
rent state si from the attention result ci,

ci = Att(si−1, H) (1)

si = Rnn(si−1, y
∗
i−1, ci) (2)

where y∗i−1 is the previous predicted symbol. The i-th output
probability is obtained through the softmax of a linear transfor-
mation of si,

p(yi|y∗1:i−1, X) = Softmax(linear(si)) (3)

For the next step, y∗i is sampled from p(yi|y∗1:i−1, X) to com-
pute the state si+1 in the subsequent iteration of eqn. 2.

In the training phase, a teacher-forcing technique is ap-
plied to replace the previous output symbol y∗i−1 with the tar-
get label yi−1, in which the probability of the whole sequence
y = {yi|i = 1, . . . , L} is

p(y|X) =

L∏
i=1

p(yi|y1:i−1, X) (4)

then the cross-entropy (CE) loss is computed at the output of
the network,

LCE = − 1

L
log (p(y = y|X))

= − 1

L

L∑
i=1

log
(
p(yi = yi|y1:i−1, X)

) (5)
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Figure 1: Model architecture and training process. Two kinds
of labels are generated by the teacher model to train the student
model: 1-best hypotheses and conditional posterior distribu-
tions through the 1-best decoding path.

Note that the target label sequence y = {yi|i = 1, . . . , L} is
deterministic, the CE loss is used to maximize the log probabil-
ity of the corresponding symbol at every time-step i.

3.2. Proposed T/S learning via 1-best hypothesis and condi-
tional posterior distribution

Our proposed T/S learning approach involves three stages.
Fig. 1 provides a conceptual illustration.

In the first stage, a teacher model is trained with paired data
by supervised learning described in Section 3.1. Then in the
second stage, the teacher model is used to generate hard and soft
labels for all unlabeled speech samples using a beam search al-
gorithm. Fig. 2 illustrates an example of this process across two
sequential time steps. At inference time-step i, k prefix-paths
have already been sampled from time-step 1 to i − 1 accord-
ing to their decoding scores (log posterior probabilities). Based
on each possible prefix-path ŷ1:i−1, the distribution of the next
symbol pt(yi|ŷ1:i−1, X) can be computed, where yi ∈ Z , and
Z is the set of all possible output symbols. Subscript t indicates
the teacher model.

Pruning is then executed on each distribution to keep k most
likely elements, whose correlative symbols are sampled as the
suffix, obtaining k × k paths (k red boxes in the second col-
umn in Fig. 2, where each box corresponds to k paths given one
prefix). After adding the log probabilities of the chosen sym-
bols to the decoding scores and comparing them, k best final
paths are then selected from the k × k choices. When beam
search proceeds along time, for each prefix ŷ1:i−1, we record
pt(yi|ŷ1:i−1, X) of all possible yi, called conditional posterior
distributions here.

After this procedure completes, we can easily pick the best
possible path (1-best hypothesis), ŷ = {ŷ1, ŷ2, . . . , ŷL}, and
the conditional posterior distribution sequence through the path,

{pt (yi|ŷ1:i−1, X) |i = 1, . . . , L} (6)

where ŷ1:,i−1 is the prefix of ŷi.
The final stage is to train the student model. Following [6],

we define the sequence-level T/S learning loss as,

LT−S = − 1

L

∑
y∈Y

pt(y|X) log (ps(y|X)) (7)
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Figure 2: An example of generating hard and soft labels. As-
sume the final 1-best hypothesis is ...ca..., then the conditional
posterior distribution recorded at time-step i should be the vec-
tor in the black ellipse.

where subscript s indicates the student model. Y is the set of all
possible paths, which is intractable. Using only 1-best hypoth-
esis ŷ is an appropriate approximate of eqn. 7 [6, 9] so,

LT−S ≈ −
1

L
log (ps(y = ŷ|X))

= − 1

L

L∑
i=1

log (ps(yi = ŷi|ŷ1:i−1, X))
(8)

Note that eqn. 8 would be the same as eqn. 5, if we replaced ŷ
with the true label y, maximizing the log probability of symbol
ŷi at every time-step. But here we suggest a further improve-
ment. Specifically, the 1-best hypothesis is used for teacher
forcing as usual, but at time-step i we do not maximize the ex-
act probability of the chosen symbol ŷi, instead we minimize
the cross entropy between the distribution of yi and the condi-
tional posterior distribution generated from the teacher,

LT−S = − 1

L

L∑
i=1

∑
z∈Z

pt(z|ŷ1:i−1, X) log (ps(z|ŷ1:i−1, X))

(9)
In the case that the student is initialized by the teacher, the

output distributions of these two models are very similar, mak-
ing eqn. 9 less effective. To address this issue, we consider
introducing a perturbation to the student output distribution. In
this way the supervision information from the teacher is gener-
ally more accurate than the output of the student, and is better
able to guide the student’s training. Several techniques to in-
troduce random perturbation could be chosen at this point, and
here we apply spectrum data augmentation [12] and dropout.

4. Experimental setup
In this section, we construct experiments to assess the basic
aims of the proposed T/S learning method, namely; (1) that T/S
learning can help improve the performance of ASR by leverag-
ing additional unlabeled speech data; (2) that using conditional
posterior distribution (eqn. 9) can further improve ASR perfor-
mance.

4.1. Dataset

Our experiments were conducted on the Wall Street Journal
(WSJ) [28] and LibriSpeech [15] corpora. We used different
subsets as paired and unpaired training set, following the set-
ting of recent works [17, 10]. Specifically, for WSJ the whole
training set si284 contains about 81 hours of speech records, in-
cluding a 15-hour subset si84. The latter was used as paired data
while the remainder of si284 was used as unpaired data. For
LibriSpeech, two clean speech subsets, train clean 100 (100
hours) and train clean 360 (360 hours), were used as paired
data and unpaired data respectively. Validation sets for WSJ
and LibriSpeech experiments are the same as [17, 10].

4.2. Model details

The encoder-decoder architectures of the student and teacher
models were the same. 83 dimensional input features comprised
80 filter-bank and 3 pitch coefficients. For WSJ experiments,
the encoder stacked 4 convolutional layers with 64, 64, 128, 128
channels, and 4 BiLSTM [29] layers each with 800 units, the
decoder contained one LSTM layer with 800 units, connected to
the encoder by location aware attention [30]. 2× 2 pooling was
performed after every two convolutional layers to downsample
the input sequence. For LibriSpeech experiments, we adopted
the same architecture as the LAS-medium model [31], in which
the encoder stacked two 3×3 convolutional layers with a stride
of 2, four BiLSTM layers with projection of 1024 units, and a
decoder containing two LSTM layers with 512 units. Charac-
ter level symbols were modeled in all of our experiments. Both
character error rate (CER) and word error rate (WER) were used
for evaluation. AdaDelta [32] was adopted to optimize the train-
ing, with the epsilon decay and early stop based on the charac-
ter error rate over the validation set. Training batch size was set
to 30. The decoding beam for WSJ experiments was 30, and
for LibriSpeech was 10, both for generating labels on unlabeled
data and reporting the performance of the test set. No language
model (LM) fusion was used through all of our experiments and
networks were implemented based on ESPnet [33].

4.3. Training procedure

A teacher model was first trained by standard supervised learn-
ing. Then we used the trained teacher model to generate 1-best
hypotheses and conditional posterior distributions for the whole
paired & unpaired set. For student model training, our proposed
training loss (eqn. 9) was used, and eqn. 8 also performed for
comparison. Student models started from random initialization
for WSJ experiments, while they were initialized by the teacher
model for LibriSpeech experiments.

4.4. Data selection & augmentation

We considered applying a data-selection mechanism to filter out
some bad-transcribed data, which is also used in [23, 11, 10].
Specifically, we empirically filtered out 20% of the data accord-
ing to their decoding scores. Initial experiments showed that it
did not improve performance on the LibriSpeech experiments,
hence data selection was not applied there.

When training the student model on LibriSpeech, we ap-
plied spectrum data augmentation [12] (SpecAugment), specif-
ically, the LD policy in [12]. Dropout was also applied after ev-
ery projection layer of encoders, with a drop probability of 0.2.
Considering the influence of the inherent regularization effect
of SpecAugment and dropout, we also trained the supervised
baseline with these two techniques.



5. Results and analysis
In this section we present experiments on both WSJ and Lib-
riSpeech. Baseline models trained by supervised learning with
paired data are denoted Teacher (T) or Oracle (O), according
to the data amount they used, with several variants of student
system evaluated to identify separately the effect of difference
proposed enhancements.

Table 1: Performance of ASR models on WSJ eval92 via T/S
learning. The result of each student model is the average of 5
runs with different random initialization.

Model Train. Train. Data Test Test
set label Sel. CER WER

Teacher (T) si84 transcript - 9.8 26.4

Student I si284 1-hyp no 8.7 24.6
Student II si284 1-hyp yes 8.4 24.1
Student III si284 1-hyp+prob yes 8.2 23.0

Oracle (O) si284 transcript - 4.4 12.6

Table 1 presents T/S learning systems that have been trained
and evaluated on the WSJ corpus, all without SpecAugment or
dropout. We first note that the large performance difference
between the T and O systems provides a clear indication of the
benefit to the latter of the additional labeled data (around 3-5×).

When we then train a straightforward T/S learning sys-
tem [6, 9] (eqn. 8) with that additional unpaired data (Student
I), we note a small improvement in WER (of around 6.8%) to
24.6%. Applying data selection (Student II), which means re-
moving some bad samples which can bring errors when train-
ing, further reduces WER slightly to 24.1%. Now incorporating
our proposed training loss (eqn. 9), in Student III, ASR perfor-
mance improves more – reducing CER and WER to 8.2% and
23.0% ;relative improvements of 16.3% and 12.8% respectively.

We believe that such improvement is gained from replac-
ing hard targets from the 1-best hypotheses with the conditional
posterior distributions because it allows more information to be
provided to the student model. This helps the student to gen-
eralize better, as well as handle occasional erroneous teacher
assignments in a more advantageous way.

Table 2: Results tested on LibriSpeech test clean.

Model Train Specaug. Train Test Test
set Drop. label CER WER

T1 LS-100 × transcript 7.0 16.4
T2 LS-100 X transcript 4.3 10.4

S1 LS-460 × 1-hyp 6.2 14.9
S2 LS-460 × 1-hyp+prob 6.0 14.4

S3 LS-460 X 1-hyp 3.6 9.1
S4 LS-460 X 1-hyp+prob 3.3 8.4

O1 LS-460 × transcript 3.3 8.5
O2 LS-460 X transcript 2.3 6.2

The results of the LibriSpeech experiments are now pre-
sented in Table 2 for several system variants. Again we see a
very large performance difference between baseline teacher and
oracle models (T1 and O1 respectively). Also as we saw for the
WSJ results, the performance gain on the LibriSpeech corpus of
using the proposed loss (eqn. 9), in system S2 compared to the
previous method (S1), reduces CER and WER slightly, to 6.0%

and 14.4% (which is a relative improvement over the teacher of
14.3% and 12.2% respectively).

Incorporating data augmentation and dropout clearly pro-
vides performance gains to all systems. However when this is
used to introduce a perturbation to the student model (S4 vs.
S2 and S3 vs. S1), ASR performance improves markedly. In
fact, it is remarkable to note that the student model trained by
our proposed method with SpecAugment and dropout (S4), can
match the 3.3% CER performance of the baseline oracle model
(without Specaug./Drop., O1).

If we consider these results in terms of relative WER reduc-
tion, SpecAugment and Dropout together improve the teacher
by 36.6% (T1→T2) and the oracle by 27.1% (O1→O2), thanks
to the inherent regularization effect. However the student is im-
proved by 41.7% (S2→S4). This greater degree of improve-
ment is thanks to the perturbation effect.

Table 3: Comparison of the literature of ASR systems trained
with LibriSpeech 100h paired data + 360h unpaired data.

Model WER WER ↓ WRR
Cycle ASR→TTE [19] 21.5 14.7% 27.6%
Cycle ASR↔TTS [17] 17.5 16.7% 38.0%
Pseudo-labeling [24] 12.57 15.3% 33.2%

Pseudo-labeling (ours, S3) 9.1 12.5% 30.9%
Our proposed system 8.4 19.2% 47.6%

Table 3 further presents results reported in several recent
works. All WERs reported here were obtained on test clean
without language model (LM) fusion. Note that S3 in Table 2
can be seen as a re-implementation of Pseudo-labeling, with-
out well-designed data selection technique in [10]. The rela-
tive WER reduction (WER ↓) and WER recovery rate (defined
in [10]) show that our proposed T/S learning surpasses the ex-
isting semi-supervised end-to-end ASR methods. It is worth
noting at this point that pseudo label quality can be improved
by incorporating a LM [10, 24]. For example, the WER in line
3 of Table 3 can be reduced from 12.57% to 9.62% when fus-
ing with a strong LM to refine better hypotheses [10]. Although
not demonstrated in this paper, integrating a LM would also be
beneficial to our T/S learning method.

6. Conclusion
In this paper we have investigated T/S learning for semi-
supervised end-to-end ASR on an encoder-decoder based
model. Instead of generating 1-best hypotheses as targets of
unlabeled speech, or using N-best hypotheses, we proposed a
novel loss function that makes use of the conditional poste-
rior distribution through a 1-best decoding path. Our proposed
method incurs minimum modification to the standard super-
vised training procedure, and can be easily integrated into ex-
isting semi-supervised end-to-end frameworks. Experiments on
WSJ and the LibriSpeech corpus demonstrate that our proposed
method can outperform previous T/S leaning methods, and pro-
vides a new perspective for semi-supervised end-to-end ASR.
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J. H. Černockỳ, “Promising accurate prefix boosting for sequence-
to-sequence ASR,” in ICASSP. IEEE, 2019, pp. 5646–5650.

[27] S. Sabour, W. Chan, and M. Norouzi, “Optimal completion distil-
lation for sequence learning,” arXiv preprint arXiv:1810.01398,
2018.

[28] D. B. Paul and J. M. Baker, “The design for the wall street journal-
based csr corpus,” in Proceedings of the workshop on Speech and
Natural Language. Association for Computational Linguistics,
1992, pp. 357–362.

[29] S. Hochreiter and J. Schmidhuber, “Long short-term memory,”
Neural computation, vol. 9, no. 8, pp. 1735–1780, 1997.

[30] J. K. Chorowski, D. Bahdanau, D. Serdyuk, K. Cho, and Y. Ben-
gio, “Attention-based models for speech recognition,” in Ad-
vances in neural information processing systems, 2015, pp. 577–
585.

[31] K. Irie, R. Prabhavalkar, A. Kannan, A. Bruguier, D. Rybach,
and P. Nguyen, “On the choice of modeling unit for sequence-to-
sequence speech recognition,” Proc. Interspeech 2019, pp. 3800–
3804, 2019.

[32] M. D. Zeiler, “Adadelta: an adaptive learning rate method,” arXiv
preprint arXiv:1212.5701, 2012.

[33] S. Watanabe, T. Hori, S. Karita, T. Hayashi, J. Nishitoba, Y. Unno,
N. Enrique Yalta Soplin, J. Heymann, M. Wiesner, N. Chen,
A. Renduchintala, and T. Ochiai, “Espnet: End-to-end speech pro-
cessing toolkit,” in Proc. Interspeech 2018, 2018, pp. 2207–2211.



A Noise-Aware Memory-Attention Network Architecture for Regression-Based
Speech Enhancement

Yu-Xuan Wang1, Jun Du1, Li Chai1, Chin-Hui Lee2, Jia Pan1

1University of Science and Technology of China, Hefei, Anhui, P.R.China
2Georgia Institute of Technology, Atlanta, GA, USA

yxwang1@mail.ustc.edu.cn, jundu@ustc.edu.cn, cl122@mail.ustc.edu.cn,
chl@ece.gatech.edu, jiapan@iflytek.com

Abstract
We propose a novel noise-aware memory-attention network
(NAMAN) for regression-based speech enhancement, aiming
at improving quality of enhanced speech in unseen noise con-
ditions. The NAMAN architecture consists of three parts, a
main regression network, a memory block and an attention
block. First, a long short-term memory recurrent neural network
(LSTM-RNN) is adopted as the main network to well model
the acoustic context of neighboring frames. Next, the memory
block is built with an extensive set of noise feature vectors as
the prior noise bases. Finally, the attention block serves as an
auxiliary network to improve the noise awareness of the main
network by encoding the dynamic noise information at frame
level through additional features obtained by weighing the ex-
isting noise basis vectors in the memory block. Our experi-
ments show that the proposed NAMAN framework is compact
and outperforms the state-of-the-art dynamic noise-aware train-
ing approaches in low SNR conditions.
Index Terms: attention mechanism, memory block, noise-
aware training, LSTM-RNN, speech enhancement

1. Introduction
Single-channel speech enhancement (SE) is a widely studied
problem in signal processing which aims at enhancing noisy
speech to improve speech quality and intelligibility [1]. Notable
conventional algorithms include spectral subtraction [2, 3],
Wiener filtering [4, 5], MMSE estimator [6, 7], and OM-LSA
speech estimator [8]. In recent years, most supervised SE tech-
niques have been based on deep neural network (DNN) archi-
tectures [9], which show strong regression capabilities of map-
ping from the input noisy log-power spectra (LPS) features to
the target clean LPS features. Although DNN-based SE algo-
rithms have achieved considerable success, more and more re-
search efforts are made to further improve the speech enhance-
ment performance.

On the one hand, due to the fully-connected structure, DNN
cannot fully utilize the relationship between the neighbouring
frames under long-term acoustic contexts even with the help
of frame expansion [9, 10]. As an alternative, long short-term
memory recurrent neural network (LSTM-RNN) makes a full
use of the information between the current and the previous
frames by adding the memory cells and a series of “gates” to
determine the retention and deletion information of previous
frames [11, 12]. LSTM-RNN also achieves better generaliza-
tion at low signal-to-noise ratios (SNRs) than DNN [13, 14].
More recently, inspired by the success of attention models in
various sequence-to-sequence learning tasks [15, 16, 17], an at-
tention mechanism can also be added to LSTM-RNN [18] or
bidirectional long short term memory (BLSTM) [19] for the SE

task. It is proved to have a better generalization ability. Besides
LSTM-RNN, other powerful structures, such as convolutional
neural network (CNN) [20], convolutional-recurrent neural net-
work (CRNN) [21], generative adversarial network (GAN) [22],
have also been proposed.

On the other hand, it is noted that the DNN performance
deteriorates when a mismatch exists between the training and
testing sets [23]. Many noise types have been added to the
training set to resolve this issue in [24], but it cannot always
improve the speech quality. Noise-aware training (NAT) attains
state-of-the-art noisy speech recognition results on the Aurora-4
task [25], and has been applied successfully to speech enhance-
ment. Static noise aware training (SNAT) predicts the noise
information, and appends the same information to each frame
by assuming that the noise signal during the whole utterance is
stationary [10]. However noise is changing greatly in most re-
alistic environments. Accordingly dynamic noise aware train-
ing (DNAT) estimates the noise signal in a dynamic manner,
and is able to deal with the non-stationary scenes [26]. Further
improvements and deformations, such as post-processing, turn-
ing full-band features into sub-band features and interpolating
SNAT & DNAT [27], are considered as DNAT extensions. Sim-
ilarly, an SNR-aware model is adopted to predict SNR levels
[28], and speaker-aware denoising autoencoder (SaDAE) pre-
dicts the speaker identities [29]. Other studies in [30] and [31]
use the framework of denoising auto-encoders (DAE) to learn
the transformation, but follow almost the same idea as DNAT.

In this paper, we propose a novel noise-aware memory-
attention network (NAMAN) for single-channel speech en-
hancement. Unlike the way attention model embedded into
the backbone of the neural network structure [18], we utilize
the attention mechanism in a side branch, which is designed to
learn the similarities between the current frame and the exist-
ing noise basis vectors in the static memory block instead of the
previous frames. The clustered acoustic feature vectors, namely
Mel-frequency cepstral coefficients (MFCCs) of noise signals,
are extracted as the prior noise information and stored in the
memory block. The dynamically predicted noise features are
obtained by combining the weights learned from the attention
mechanism and MFCCs in the memory block together, and are
then attached to the noisy features during training. With the help
of memory block, our noise-aware training is carried out jointly
with the process of denoising. This one-stage model training de-
sign significantly simplifies the complicated two-stage design of
DNAT [26]. Moreover, DNAT can achieve a good performance
over DNN, but when it turns to LSTM-RNN, which has a more
powerful modeling ability on the acoustic context of neighbor-
ing frames, the performance gain is less significant. The exper-
imental results show that our NAMAN model can still maintain
significant improvements under the LSTM-RNN setting.



2. Proposed Deep NAMAN Architecture
Figure 1 illustrates the NAMAN structure consisting of the main
network, the memory block and the attention block. The key of
the proposed framework is to generate predicted features incor-
porating the noise information embedded in the current noisy
speech frame by a weighted combination of the noise basis vec-
tors in the memory block. With the help of the attention mech-
anism and LSTM-RNN, the predicted noise vectors can pro-
vide useful information for speech enhancement. The details
are elaborated in the following subsections.

Figure 1: The structure of NAMAN, including the main network,
the attention block and the memory block.

2.1. Main Speech Enhancement Regression Network

The main network has two effects on the whole framework: de-
noising and exchanging information with the attention block.
Denoising aims to remove the noise from noisy speech to get
the enhanced speech. On the other hand, the attention block
needs the noise information to pick up the most relevant vectors
from the memory block. With the layers increasing, the noise is
removed gradually. Here, we append the output from the atten-
tion block as auxiliary noise information to the input features to
be fed into the NAMAN input layer for subsequent processing.

Given a noisy utterance with T frames, the input noisy LPS
features are represented by

X = {x1, x2, ..., xT }, (1)

where xt denotes the noisy feature vector at frame t. Here
LSTM-RNN is adopted as the main network for its congeni-
tal advantage of sequence representation and temporal contexts
acquisition. A detailed calculation in the LSTM-RNN cells is
implemented as follows:

it = σ(Wxixt + Whiht−1 + bi), (2)

ft = σ(Wxfxt + Whfht−1 + bf ), (3)

ct = ft ⊗ ct−1 + it ⊗ tanh(Wxcxt + Whcht−1 + bc), (4)

ot = σ(Wxoxt + Whoht−1 + bo), (5)

ht = ot ⊗ tanh(ct), (6)

where i, f, o represent the “input gate”, “forget gate” and “output
gate”, respectively. c is the cell activation vector, and h is the
hidden vector. W and b stand for the weight matrices and bias
vectors from the cell to gate. σ is the logistic sigmoid function,
and ⊗ denotes element-wise multiplication. The corresponding
outputs of the l-th hidden layer of the main network are:

Hl = {hl1, hl2, ..., hlT }, (7)

where hlt denotes the output of the l-th hidden layer at frame t.

2.2. Noise-Basis Memory Block

The memory block provides the prior noise information for the
attention block. It consists of an extensive set of basis vectors,
which contain rich noise information and can represent a new
noise type by weighted combination. Moreover, the vectors are
bound to be quite distinguishable from each other by its corre-
sponding noise type. In view of the random and abrupt nature
of noise signals, we adopt the frame-level MFCC features ex-
tracted from noise signals.

The procedure of memory block generation is illustrated in
Algorithm 1. First, we need to collect different types of noise
waveforms from different environments, such as fax machine
noises, car idling, footsteps, paper rustling, rain, animal noises,
etc. Second, we cut the noise waveforms into frames and extract
the MFCC features. Next, based on those noise MFCC feature
frames, we can cluster them to form a compact set of K distin-
guishable noise basis vectors, using a K-means algorithm with
a cosine distance shown below:

dcos(ni, nj) =
ni · nj

||ni|| · ||nj ||
, (8)

where dcos(ni, nj) is exactly the cosine distance between ni and
nj , and ni stands for the i-th noise feature vector. Finally, the
K cluster centers are stored as the memory block defined as:

M = {m1,m2, ...,mK}, (9)

where mk is the k-th noise basis vector.

Algorithm 1 Procedure of Memory Block Generation.
Step1: Noise Sources Collection
collect different noise types as many as possible.
Step2: Feature Extraction
extract frame-level MFCC features from all noise waveforms.
Step3: Clustering
luster all the noise feature vectors into K clusters.
Step4: Memory Block Generation
form the memory block M with the K cluster centroids.

It is noted that the memory vectors are static, and should
not be updated during either the training or testing step.

2.3. Memory-Aware Attention Block

The attention block is another important part of the whole archi-
tecture, it focuses on selecting the basis vectors from the mem-
ory block, which are the most relevant to the noise information



embedded in the current speech frame [15]. To gather accu-
rate information for the attention model, not only placing the
attention block close to the input, but also performing frame
expansion on the input features as follows:

ft = [xt−τ , ..., xt−1, xt, xt+1, ..., xt+τ ], (10)

where ft stands for the feature vector after frame expanding at
frame t, and τ controls how many history and future frames
are involved. Frame expansion is just a simple step which can
avoid overfitting and really contribute to collecting noise and
responding to mutation of signals.

The attention model takes ft and mk as input and combines
them to a vector with the learned weights. A small neural net-
work is designed to learn the similarity scores between ft and
mk, which can be defined by the general formula [32]:

et,k = m>k Waft, (11)

where et,k scores the similarity between ft and mk. The matrix
Wa contains the the attention model parameters. The attention
value αt,k is then calculated by ft and mk through a softmax
operation, as shown in the dashed arrows of Figure 1:

αt,k =
exp(et,k )∑K
i=1 exp(et,i )

. (12)

After normalization, the value αt,k is regarded as a weight,
and multiplied by mk, as shown in the solid arrows of Figure 1:

ct =

K∑
k=1

αt,k mk, (13)

where ct is the predicted noise vector by the attention model at
frame t. So ct is a weighted sum of all the basis vectors mk,
and is then concatenated to the input vector:

x̄t = [xt ct]>, (14)

where the new vector x̄t is fed to the first hidden layer.

2.4. Training and Testing

With the outputs of final LSTM layer shown in Eq. (7), we
adopt a linear layer on top of it to generate the outputs of the
main network, namely, the LPS features of enhanced speech.
Then the parameters of NAMAN are optimized with a minimum
mean squared error (MMSE) criterion:

E =
1

T

T∑
t=1

||̂st − st||22, (15)

where ŝt and st are the t-th LPS feature vectors of estimated
and clean reference utterances, respectively.

In the training stage, the parameters in both the main net-
work and the attention block are jointly optimized. In the testing
or enhancement stage, the predicted noise vector concatenating
to the input of the main network can be obtained by the atten-
tion mechanism for each frame to improve the performance of
output enhanced speech.

3. Experiments and Result Analysis
3.1. Database

In order to improve the generalization capacity of unseen envi-
ronments, 958 noise types including 100 noise types [33], 15
home-made noise types and 843 noise types from Free Sound
part of the MUSAN corpus [34] were selected as the noise
database for training. All 7138 utterances from the training
set of WSJ0 corpus were corrupted with the above-mentioned
958 noise types at six levels of SNRs (-5dB, 0dB, 5dB, 10dB,
15dB and 20dB) to build a 36-hour multi-condition training set
composed of pairs of clean and noisy speech utterances. Ap-
proximately 200 sentences randomly selected from the 36-hour
data set were used as the cross-validation set. Similarly, the
330 utterances from the core test set of WSJ0 corpus were used
to construct the test set for each combination of noise types
and SNR levels (-5dB, 0dB and 5dB). As we only conducted
the evaluation of mismatched non-stationary noise types in this
study, three unseen noise types, namely Buccaneer1, Destroyer
engine and HF channel, were adopted for testing, which were
all collected from the NOISEX-92 corpus [35].

3.2. Experimental Setting

As for the front-end, all the speech waveforms were sampled
at 16kHz, and the frame length was set to 512 samples with
a frame shift of 256 samples. A short-time Fourier transform
(STFT) was used to compute the spectra of each overlapping
windowed frame. Thus, the 257-dimensional LPS features were
produced to train the neural network. Both the input and the
reference feature vectors were normalized by global mean and
variance before feeding into the networks. In the memory block,
the 12-dimensional MFCC features of the noise waveforms in
the training set, with their first and second order derivatives,
were extracted, and were clustered into 500 classes at the frame
level by the K-means algorithm.

For the main network, on top of the input layer there were
2 stacked LSTM layers with projection, each hidden layer had
1024 memory cells and the output layer had 257 units. To make
our predictions more accurate, we expanded the input to the at-
tention block 3 frames forward and backward, respectively. All
the networks were initialized with random weights. The learn-
ing rate for the fine-tuning was set to 0.1 for the first 6 epochs
and declined at a rate of 90% after every 6 epochs. Original
phase of noisy speech was adopted with the enhanced LPS for
the waveform reconstruction.

In this experiment, two other noise-aware models, denoted
as SNAT and DNAT, were used for performance compari-
son. SNAT and DNAT had the same network configurations
as our model, i.e. 2 LSTM hidden layers with 1024 cells per
layer, other model parameters were consistent with “SNAT” and
“DNAT3” in [26]. We also provided the oracle experiment as-
suming the real noise spectrum was known on the test set as the
upper bound, approximatively. The enhancement performance
was assessed by using perceptual evaluation of speech quality
(PESQ) [36] for measuring speech quality, short-time objective
intelligibility (STOI) [37] for measuring speech intelligibility,
and log-spectral distortion (LSD) (in dB) [38] for evaluating
signal differences in the frequency domain.

3.3. Experimental Results

Table 1 lists the average PESQ, STOI and LSD performance
comparison of different models on the test set. “Noisy” de-
notes noisy speech with no processing. “Mapping” represents



the original LSTM-based regression model using the direct
mapping approach without noise-aware training, “SNAT” and
“DNAT” refer to “SNAT” and “DNAT3” in [26], respectively.
“NAMAN” denotes our proposed approach. “Oracle” means
the real noise spectrum is known [26]. Three low SNRs (-5dB,
0dB, 5dB) are selected where the enhancement task is hard and
necessary to carry out. Both the two improved models (SNAT,
DNAT) outperform the direct mapping system (Mapping) on all
the three measures and SNR levels, and severely underperform
Oracle, which leaves a lot of room to further improve the per-
formance. Besides, NAMAN performs much better than Map-
ping, achieving an average PESQ gain of 0.177 (from 2.093 to
2.27), an average STOI gain of 0.029 (from 0.77 to 0.799) and
an average LSD decrease of 0.635 (from 4.394 to 3.759). NA-
MAN also yields better results than SNAT, which can not well
handle the non-stationary noise types. What’s more, even com-
pared with the powerful model DNAT, NAMAN can also keep
the consistent superiority, which is more obvious for low SNRs,
PESQ improves from 1.683 to 1.828 with the gain of 0.145,
STOI increases from 0.67 to 0.696 with the gain of 0.029 at
SNR=-5dB.

Table 1: Performance comparison on the test set at different
SNRs of the three unseen noise environments, among: Noisy,
Mapping, SNAT, DNAT, NAMAN and Oracle. Ave denotes the
average of three SNRs (-5dB, 0dB and 5dB).

SNR(dB) -5 0 5 Ave

PESQ

Noisy 1.300 1.509 1.783 1.531
Mapping 1.592 2.115 2.572 2.093

SNAT 1.669 2.196 2.606 2.157
DNAT 1.683 2.214 2.635 2.177

NAMAN 1.828 2.304 2.677 2.270
Oracle 2.295 2.681 2.985 2.654

STOI

Noisy 0.596 0.714 0.823 0.711
Mapping 0.650 0.785 0.875 0.770

SNAT 0.667 0.800 0.879 0.782
DNAT 0.670 0.806 0.887 0.788

NAMAN 0.696 0.814 0.887 0.799
Oracle 0.814 0.879 0.924 0.872

LSD

Noisy 15.826 12.228 9.102 12.385
Mapping 4.846 4.395 3.941 4.394

SNAT 4.698 3.992 3.565 4.085
DNAT 4.664 3.755 3.047 3.822

NAMAN 4.554 3.691 3.031 3.759
Oracle 3.666 3.320 2.985 3.324

Figure 2 shows an utterance example corrupted by Buc-
caneer1 noise at SNR=0dB. DNAT successfully removes most
of the noise in noisy speech. NAMAN not only reconstructs
more speech details compared with DNAT (shown in the dashed
rectangular boxes), but also restores more information during
high-frequency bands through the whole fragment (shown in the
dashed oval boxes). Hence NAMAN can obtain higher scores,
which estimates noise by attention mechanism, performs better
in speech restoration and achieves less speech distortions.

Table 2 compares the run-time latency and the model size of
different models. A set of 500 noisy test utterances are selected
randomly and fed to the network to estimate the latency and
model size which are normalized by the corresponding values
of the Mapping model. From the last two rows we can observe
that, for both latency and model size, NAMAN uses only about
a half of those values in DNAT.

Table 2: A comparison among Mapping, SNAT, DNAT and NA-
MAN. NT and NM are the run-time latency and model size,
respectively, normalized by Mapping.

Mapping SNAT DNAT NAMAN
NT 1 1.06 2.06 1.03
NM 1 1.08 2.08 1.03

Figure 2: Spectrograms of an utterance tested on Buccaneer1
noise at SNR=0 dB (from top to bottom): noisy speech, DNAT,
NAMAN, clean speech.

4. Conclusion
In this study, we have proposed a novel noise-aware memory-
attention framework for regression-based speech enhancement.
Compared with the two-stage DNAT model, NAMAN can pre-
dict noise information jointly with the denoising process. Ex-
perimental results show the proposed NAMAN approach con-
sistently achieves better performances in low SNR conditions,
in terms of PESQ, STOI and LSD, than those obtained with
DNAT. Furthermore, NAMAN has the distinctive advantages
of simple structures and better generalization ability on mis-
matched conditions. In future work, we plan to expand our
model with SNR-aware and speaker-aware training, which may
embody complementary capabilities for speech enhancement.
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Abstract
We propose a space-and-speaker-aware iterative mask es-

timation (SSA-IME) approach to improving complex angular
central Gaussian distributions (cACGMM) based beamform-
ing in an iterative manner by leveraging upon the complemen-
tary information obtained from SSA-based regression. First, a
mask calculated by beamformed speech features is proposed to
enhance the estimation accuracy of the ideal ratio mask from
noisy speech. Second, the outputs of cACGMM-beamformed
speech with given time annotation as initial values are used to
extract the log-power spectral and inter-phase difference fea-
tures of different speakers serving as inputs to estimate the
regression-based SSA model. Finally, in decoding, the mask
estimated by the SSA model is also used to iteratively refine
cACGMM-based masks, yielding enhanced multi-array speech.
Tested on the recent CHiME-6 Challenge Track 1 tasks, the pro-
posed SSA-IME framework significantly and consistently out-
performs state-of-the-art approaches, and achieves the lowest
word error rates for both Track 1 speech recognition tasks.
Index Terms: speech recognition, CHiME-6 Challenge, multi-
channel speech enhancement, SSA-IME

1. Introduction
Automatic speech recognition (ASR) in distant-talking scenar-
ios based on the use of microphone arrays has become an impor-
tant part of everyday life with the emergence of speech-enabled
applications on multi-microphone portable devices due to its
convenience and flexibility [1]. Many limited tasks were first
investigated, such as the TIdigits [2], the TIMIT [3], the Wall
Street Journal (WSJ) [4] and LibriSpeech [5] corpora, which do
not consider noisy or reverberant conditions. The CHiME (1-
4) [6, 7, 8] series were also launched to investigate the effects
of background noise in far-field cases, focusing on solving ASR
problems in real-world applications. To improve ASR robust-
ness, multi-channel speech enhancement was usually adopted
as front-end system. The representative algorithms in this cat-
egory include multi-channel Wiener filtering [9], blind source
separation methods [10, 11, 12, 13], and beamforming meth-
ods [14, 15, 16]. Beamforming became a popular approach
in the CHiME-3 Challenge [17]. In CHiME-4 Challenge, the
best system proposed an approach combining the conventional
multi-channel speech enhancement and deep learning meth-
ods [18] to improve multi-channel speech recognition.

Recently, the CHiME-5 Challenge provides the first large-
scale corpus of real multi-talker conversational speech recorded
via commercially available microphone arrays in multiple re-
alistic homes [19]. It essentially congregates a large number of
acoustic problems that may exist in real life, which poses a great
challenge to existing ASR systems, especially for front-end pro-
cessing with noisy, reverberant, and overlapping speech. In this

challenge, the best system [20] proposed a speaker-dependent
speech separation framework, exploiting advantages of both
deep learning based and conventional preprocessing techniques.
In the latest CHiME-6 Challenge [21], the data set for Track 1
is generated from the CHiME-5 data with array synchroniza-
tion. The word error rates (WERs) of the worn microphone and
multi-array data in the official baseline report are 41.21% and
51.76%, respectively, fully illustrating the difficulty of and is-
sues confronted with the CHiME-6 ASR tasks.

In this paper, we propose a novel space-and-speaker-
aware iterative mask estimation (SSA-IME) approach to multi-
channel speech recognition in the CHiME-6 Challenge. It aims
to improve the complex angular central Gaussian distributions
(cACGMM)-based beamforming approach in an iterative man-
ner by leveraging upon the complementary information ob-
tained from space-and-speaker-aware (SSA)-based regression
model. Although cACGMM has been recently demonstrated to
be quite effective for multi-channel, ASR in operational scenar-
ios, the corresponding mask estimation, however, is not always
accurate in multi-talker environments due to the lack of prior or
context information. To train this model, we construct a sim-
ulated dataset based on the official real multi-channel training
data. First, to avoid the impact of noise on accuracy of the ideal
ratio mask, the beamformed mask calculated by beamformed
features is proposed. Second, The log-power spectral (LPS) and
inter-phase difference (IPD) features of different speakers as the
input of the proposed SSA model are extracted from the beam-
formed outputs of cACGMM-based beamforming with time an-
notation as initial values. These features contain rich space
and speaker information which can make the regression model
distinguish the different speakers by itself from multi-channel
noisy data without any prior information. Finally, the mask es-
timated by SSA model is also used to refine cACGMM-based
mask estimation, yielding an ASR performance improvement.
Tested on the recently launched CHiME-6 Challenge Track1
tasks (multiple-array speech recognition), the proposed SSA-
IME approach significantly and consistently outperforms the
GSS approach [22]. Furthermore, the SSA-IME approach plays
a key role in the ensemble system that achieves the best perfor-
mance in the CHiME-6 Challenge Track 1 tasks.

2. The SSA-IME Framework
The overall SSA-IME framework is shown in Fig. 1. The SSA
model is trained using the concatenated features which contain
the space and speaker information. To reduce the impact of
noise on the accuracy of ideal ratio mask [23], the learning tar-
get of the SSA model is calculated by beamformed signals.

The decoding process of SSA-IME is divided into four
successive steps, namely, beamforming initialization, SSA-
based signal statistics estimation, beamforming, and recogni-
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Figure 1: An illustration of SSA-IME framework.

tion. First, beamformed speech is initialized and a T-F mask of
test speech is obtained by cACGMM-based beamforming [24]
using time annotation as initial prior values. Then, the mask es-
timated by our SSA model is used to improve the initial mask
where the SSA model uses the features of the initial beam-
formed speech. And the ASR-based voice activity detection
(VAD) information from the segmentation results of a recog-
nizer with beamformed speech [18] also can be used to improve
the initial mask. Next, the improved mask is used as the initial
values of the cACGMM-based approach to generate the esti-
mated mask which steers the beamforming, thereby obtaining
the beamformed speech for ASR.

2.1. Multi-channel beamforming

At the beginning, we use a weighted prediction error
(WPE) [25] algorithm on the multi-channel signals of the refer-
ence array, which is commonly used as a dereverberation pre-
processor. We use generalized eigenvalue (GEV) beamformer
which aims to maximize the signal-to-noise power ratio in the
output [26]. Using the information provided by SSA model, a
cACGMM is adopted to better estimate the cross-power density
matrices in the GEV beamformer, while avoiding the speaker
permutation problem.

The goal of a GEV beamformer is to find a linear vector of
filter coefficients WGEV(f) ∈ RM×1 to maximize the signal-
to-noise power ratio in each frequency bin [26]:

WGEV(f) = EV {R−1
nn(f)Rss(f)} (1)

where f is the frequency bin index and EV {} denotes the
eigenvector corresponding to the largest eigenvalue. Rss(f) ∈
RM×M and Rnn(f) ∈ RM×M are the cross-power density
matrices of the speech and noise terms, respectively. The above
cost function has the same form as the Rayleigh coefficient.
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Figure 2: Training data generation for building SSA models.

The cross-power density matrices can be defined as:

Rvv(f) =

T∑
t=1

Mv(t, f)X(t, f)XH(t, f) (2)

where f is the frequency bin index and t is the frame index.
X(t, f) ∈ CM×1 is the observed signal from M microphones
of the reference array. v can represent the speech of different
speakers or noise class, and Mv(t, f) denotes the probabilities
of v in the time-frequency bin (t, f).

Finally, the estimate for the source signal is achieved as:

Ŝ(t, f) = WH
GEV(f)X(t, f). (3)

Obviously, the key of the GEV beamformer is the estimation of
time-frequency masks Mv(t, f).

2.2. Training data generation for SSA model

In this section, we will give a detailed description on the train-
ing data generation of the SSA model as shown in Fig. 2. Based
on the speech analysis, the most challenging part of CHiME-6
is about the dialogue style. Unlike reading speech, the com-
plexity of conversational and spontaneous speech greatly in-
creases the difficulty of a speech recognition system. For in-
stance, casual pronunciation and frequent overlapping speech
severely decrease the discriminating ability of acoustic models.

First, to investigate the speech overlapping problem, we ex-
cluded non-speech regions and aligned the time stamps of all
speakers to locate the overlapped speech regions. The non-
overlapped speech of each speaker is obtained by removing
the overlapped speech regions from the aligned time stamps of
each speaker. According to the introduction of the CHiME-
6 dataset, there are a fixed number of four speakers in each
session. Therefore, the non-overlapped speech of the four
speakers in each session is used for generating training data.
And STFT features of these mixed speech are denoted as
XT1(t, f),XT2(t, f),XT3and XT4(t, f) ∈ CM×1 , respec-
tively. Note that the four speakers in one session are in turn
considered as target speakers. Because the speech is directly
selected from the far-field data, it contains much background
noise. To reduce the noise influence on data simulation, we first
perform single-channel noise estimation and suppression based
on Log-Spectral Amplitude Estimator (LSA) [27]. We can ob-
tain the estimated noise and enhanced speech of each speaker
as N̂Ti

LSA(t, f) ∈ CM×1 and ŜTi
LSA(t, f) ∈ CM×1, respectively,

to calculate:
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MTi
LSA(t, f) =

∥∥∥ŜTi
LSA(t, f)

∥∥∥2
2∑4

j=1

∥∥∥ŜTj

LSA(t, f)
∥∥∥2
2
+
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j=1

∥∥∥N̂Tj

LSA(t, f)
∥∥∥2
2

(4)

where ‖·‖2 denotes the L2 norm of a vector. MTi
LSA denotes the

mask calculated by LSA-based speech. To generate the simu-
lated data, the enhanced target speech and interference speech
are linearly added.

Then, because the enhanced speech, ŜTi
LSA, is obtained by

conventional single-channel speech enhancement, it also con-
tains non-linear residue noises. Accordingly the mask, MTi

LSA,
can not accurately present the speech presence probability, but
it can provide more elaborate information at time-frequency bin
level comparing to the time annotation at frame level. The mask
is just used as the initial value for cACGMM and the outputs of
cACGMM-based beamforming are used for SSA model train-
ing. And the noise estimated by LSA is directly adopted as the
initial value. According to the Eqs. (1) and (2), different mask
estimations, MTi

LSA(t, f), will result in different beamforming
weights, W Ti

GEV(f), which not only suppress noises but also pro-
vide space and speaker information. The beamformed features
of each target can be obtained as:

ŜTi
BF(t, f) = (W Ti

GEV(f))
HŜTi

LSA(t, f)

Ŝ
Tij

BF (t, f) = (W Ti
GEV(f))

HŜ
Tj

LSA(t, f)

N̂
Tij

BF (t, f) = (W Ti
GEV(f))

HN̂
Tj

LSA(t, f)

(5)

where ŜTi
BF(t, f), Ŝ

Tij

BF (t, f) and N̂
Tij

BF (t, f) are weighted target
speech, weighted interference speech and weighted estimated
noise. Finally the learning target of each speaker can be com-
puted as:

MTi
BF(t, f) =

∣∣∣ŜTi
BF(t, f)

∣∣∣2∑4
j=1

∣∣∣ŜTij

BF (t, f)
∣∣∣2 +∑4

j=1

∣∣∣N̂Tij

BF (t, f)
∣∣∣2 (6)

2.3. SSA model training

In this section, we will describe the training process of the SSA
model in detail. To improve the mask estimation accuracy,
a neural-network-based mask estimator learned from a multi-
feature concatenation data set is proposed. The beamformed
STFT features, ŜTi

BF, are composed of the elements in Eq. (6).
Unlike conventional regression model for mask estimation, the
beamformed features of four speakers are used together as the
input of the BLSTM-based regression model as shown in Fig. 3.

Specifically, log(|ŜTi
BF|

2) (i = 1, 2, 3, 4) denotes the log-power
spectral (LPS) features of four speakers on a whole utterance.
And ϕ̂

Dj

BF (j = 1, 2, 3) denotes the inter-phase difference (IPD)
between a target speaker and three other interfering speakers
on a whole utterance, which contains the spatial information
between different speakers. Based on the above introduction,
the BLSTM-based regression model can learn both space and
speaker information at the same time. Therefore, we defined
this regression model as space-and-speaker-aware (SSA) model
which is also a speaker-independent speech separation model.

To train the BLSTM-based SSA model, the learning targets
generated in Section 2.2 are used because they are calculated by
beamformed features which are more reliable than the conven-
tional masks. The optimization function of the BLSTM-based
model is defined as:

ESSA =

4∑
i=1

∑
t,f

(
M̂Ti

SSA(t, f)−MTi
BF(t, f)

)2
(7)

where M̂Ti
SSA(t, f) and MTi

BF(t, f) are the BLSTM estimated
mask and the reference mask, respectively. By using ESSA, the
model can not only distinguish four speaker as much as possi-
ble by taking advantage of the space and speaker information
but also yield robust and refined masks. After training, the one
single SSA model of all four speakers can be generated.

3. Experiments
3.1. Data corpus

The latest CHiME-6 Challenge provides the first large-scale
corpus of real multi-talker conversational speech recorded via
commercially available microphone arrays in multiple realistic
homes [28]. Speech material is elicited using a dinner party sce-
nario with efforts taken to capture data that is representative of
natural conversational speech. The parties have been made us-
ing multiple 4-channel microphone arrays and have been fully
transcribed. This corpus essentially congregates a large num-
ber of acoustic problems that may exist in real life, which poses
a great challenge to existing ASR systems, especially for the
front-end processing in the case of noise, reverberation, over-
lapping speech. The CHiME-6 Challenge contains two tracks,
namely Track 1 for multiple-array speech recognition and Track
2 for multiple-array diarization and recognition. Here, we focus
on Track 1 where annotations can be used to recognize a given
test utterance.

3.2. Implementation detail

For front-end configurations, speech waveform is sampled at 16
kHz, and the corresponding frame length is set to 1024 samples
(or 64 msec) with a frame shift of 256 samples. The STFT anal-
ysis is used to compute the DFT of each overlapping windowed
frame. To train the SSA model, the four reference masks were
concatenated to the size of 513× 4 as the learning targets. Four
beamformed LPS features and three IPD features were concate-
nated to the size of 513× 7 as the input. PyTorch was used for
neural network training [29]. The learning rate for the first 3
epochs was initialized as 0.01 and then decreased by 90% after
each epoch, and the number of epochs was 10. For beamform-
ing, we stack all arrays into one big array according to [30].
The channel selection [31] and online beamforming [32] are
also adopted. The CHiME-6 Challenge training set was used as



our training data. BLSTM with 2 hidden layers and 1024 cells
for each layer was employed as mask estimator.

For the back-end configurations, the baseline ASR recog-
nition system is trained on the speech recognition toolkit
Kaldi [33]. For factorized time delay neural network (TDNN-
F) acoustic model training, backstitch optimization method is
used. The decoding is based on 3-gram language models with
explicit pronunciation and silence probability modeling.

3.3. Results and analysis

Table 1: WER (%) comparison of official BeamformIt, GSS-
based approach and our SSA-IME based approach for multi-
channel speech enhancement using baseline ASR system on the
development and evaluation set.

Enhancement Dataset DINING KITCHEN LIVING AVG

BeamformIt Dev 68.54 74.11 65.74 69.48
Eval 53.69 67.55 64.15 61.19

GSS Dev 50.61 50.13 45.30 48.34
Eval 42.18 58.13 48.49 48.89

SSA-IME Dev 48.35 46.05 42.56 45.23
Eval 39.36 54.45 45.33 45.71

In Table 1 we show a WER (%) comparison of official
BeamformIt, GSS-based and our SSA-IME based approach for
multi-channel speech enhancement using the baseline ASR sys-
tem on the development and evaluation sets.

First, “BeamformIt” [34] and “GSS” [22] are two base-
line multi-channel speech enhancements, respectively. “GSS”
used a spatial mixture model initiated with time annotations and
the ASR-based VAD information from the segmentation results
of a recognizer, while “BeamformIt” is a conventional multi-
channel beamforming without any prior information. Compar-
ing the two methods, we could find that the “GSS” significantly
outperformed the “BeamformIt”, e.g., the AVG WERs were sig-
nificantly reduced from 69.48% to 48.34% and from 61.19%
to 48.89% on development and evaluation sets, respectively.
Based on the above results, it indicates that the speaker prior
information is very important to improve the performance of
multi-channel speech enhancement.

Second, “SSA-IME” denotes the proposed method which
estimated the mask in an iterative manner from different pieces
of complementary information sources, such as, the mask es-
timated by SSA model and the ASR-based VAD information
from the segmentation results of a recognizer, yielding abso-
lute WER reductions of 3.11% and 3.18% over GSS approach
on development and evaluation sets, respectively. The pro-
posed SSA-IME framework significantly and consistently out-
performs the state-of-the-art GSS approach, and achieves the
lowest ASR word error rates for both Track 1A and Track 1B.

To better understand the effectiveness of the proposed SSA-
IME approach, an utterance of Speaker P05 selected from Ses-
sion 02 was illustrated in Fig. 4. In the top panel, the bound-
aries from different speakers shown with the red areas indicat-
ing the target speaker P05 and the blue area denoting the inter-
fering Speaker P07. The spectrograms of speech recorded with
channel-1 and worn microphones are plotted in Figs. 4 (b) and
(c) respectively. Compared with the spectrogram after Beam-
formIt shown in Fig. 4(d), speech processed by GSS shown in
Fig. 4(e) removed most of the interferences. Though it also re-
tains some residual noises, it shows that GSS greatly improves

(b) Original, channel-1

(c) Worn

(d) BeamformIt (existence of interfering speaker)

(e) GSS (Good suppression of interference, existence of residual noises)

(f) Our SSA-IME (Good suppression of interference, better denoising)

(a) Speaker presence bars

P05

P07

Figure 4: Spectrogram comparison of an utterance of speaker
P05 from Session 02. (d) and (e) are the spectrograms from
BeamformIt and GSS methods, respectively. The spectrogram
after our final multi-channel beamforming is plotted in (f).

the speech intelligibility. In Fig. 4(f), the proposed SSA-IME
method cannot only removes the interfering speaker well but
also have better denoising effect than GSS, yielding a better
recognition performance.

4. Summary
In this paper, we have proposed an effective SSA-IME speech
preprocessing framework to accurately estimate speech masks
in an iterative manner from different pieces of complementary
information sources with comprehensive and promising results
on a state-of-the-art ASR challenge corpus. By using multi-
feature concatenation, the SSA model not only makes a full use
of the space and speaker information but also distinguishes dif-
ferent speakers from multi-channel noisy data. In the future, we
can improve SSA-IME further by leveraging upon better spa-
tial beamforming approaches, better deep learning architectures
for mask estimation, and more informative feedback from the
ASR systems. Finally, our back-end acoustic modeling effort, a
key to our overall Track 1 ASR system, is described in another
companion paper submitted to the same conference.
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Abstract
In this study, we investigate the effects of deep learning (DL)-
based speech enhancement (SE) on speech emotion recogni-
tion (SER) in realistic environments. First, we use emotion
speech data to train regression-based speech enhancement mo-
dels which is shown to be beneficial to noisy speech emotion
recognition. Next, to improve the model generalization capa-
bility of the regression model, an LSTM architecture with a
design of hidden layers via simply densely-connected progre-
ssive learning, is adopted for the enhancement model. Finally,
a post-processor utilizing an improved speech presence proba-
bility to estimate masks from the above proposed LSTM struc-
ture is shown to further improves recognition accuracies. Ex-
periments results on the IEMOCAP and CHEAVD 2.0 corpora
demonstrate that the proposed framework can yield consisten-
t and significant improvements over the systems using unpro-
cessed noisy speech.
Index Terms: speech emotion recognition, speech enhance-
ment, realistic environments, multiple-target learning, LSTM

1. Introduction
Speech emotion recognition, as an important part of human-
computer interaction, has been widely investigated [1, 2, 3].
However, the systems that are trained with clean speech often
suffer from a huge performance degradation when tested in a
noisy environment due to the mismatch between the train and
test conditions [4, 5, 6]. Unfortunately, noise pollution is an in-
discernible part of our daily life, caused often by various human
activities and other background noise. Therefore, in real world
applications, speech enhancement (SE) is a necessary module
for emotion recognition system.

Despite recent advances in the field of speech emotion
recognition [7, 8, 9], recognizing emotions in noisy environ-
ments remains an open research topic [10, 11, 12]. The prima-
ry concern of SE for emotion recognition is to remove noise
effectively and preserve emotional information in noisy speech.
Huang et al. [13] have studied the influence of white Gaussian
noise on speaker’s emotional states based on Gaussian mixture
model (GMM), a typical emotion recognition system. By us-
ing algorithm based on spectral substraction and masking pro-
perties, they showed that the SE algorithms constantly improved
the performance of emotion recognition system under various
signal-to-noise ratios (SNRs). In [14], noise robust feature se-
lection with k nearest neighbor (KNN) was found to be benefi-
cial to emotion recogniztion in noisy speech. A front-end voice
activity detector (VAD) based unsupervised method to select
the frames with a relatively better SNR in the spoken utterances
was proposed and shown to be effective in [15]. In [16], effect-

s of different feature types and optimization techniques with
different noises or microphone positions for automatic speech
emotion recognition have been explored. Authors in [6] com-
pared various front-end techniques for their efficacy in emotion
recognition. In terms of the intelligibility of expressive speech
in noise, researchers in [17] suggested that the intelligibility of
emotion speech in noise was simply related to its audibility as
conditioned by the effect that the expression of emotion has
on its spectral profile. In [18], an interesting research investi-
gated the performance of two enhancement methods in terms of
perceptual quality as well as their impacts on emotion recog-
nition. Furthermore, it demonstrated that quality measures can
be an important indicator of enhancement model performance
towards emotion recognition.

Although the aforementioned studies have shown the be-
nefit of applying denoising algorithms to noisy speech, there are
few studies on emotion recognition in realistic noisy environ-
ments. The most important reason may be that there are com-
plex environmental noises and interferences to deal with. Re-
searchers in [19] studied how a scalable deep learning (DL) ar-
chitecture can be trained to enhance audio signals in a large
number of unseen environments and benefitf common emotion
recognition pipelines in terms of noise robustness. However the
tested noisy data in [19] is still simulated.

In this paper, we investigated deep learning based speech
enhancement framework for speech emotion recognition (SER).
Specifically, the ideal ratio mask (IRM) estimated by the trained
a long short-term memory (LSTM) model was first used for SE.
We also find that the SE model trained with emotional corpus
could achieve a higher accuracy for SER. To improve the mod-
el generalization capability of the regression model, an LSTM
architecture with a design of hidden layers via simply densely-
connected progressive learning, is adopted for the enhance-
ment model. The proposed architecture further improves the
performance of emotion recognition. Finally, considering the
complexity of the realistic environment, the proposed improved
speech presence probability (ISPP) based post-processing algo-
rithm combined with deep learning by incorporating the esti-
mated progressive ratio mask (PRM) obtained from the progre-
ssive learning structure further improves the noise robustness.
Synthesized training data pairs generated from the WSJ0 [20]
and IEMOCAP databases [21] were used to train SE mod-
els. Evaluated on the IEMOCAP and CHEAVD 2.0 databa-
ses [22], adopting emotional speech corpus (IEMOCAP) is cru-
cial to SER performance rather than using non-emotional cor-
pus (WSJ0) for both simulated and realistic noisy speech da-
ta. Moreover, the progressive learning network combined with
ISPP post-processing can yield significant improves for SER on
CHEAVD dataset recorded in realistic noisy conditions.



LSTM layers

Input (noisy speech LPS, one frame)

: Data copy

B
ack p

ro
p

agatio
n

Target 3 : LPS
(clean speech)

Target 3 : IRM
(masks)

PELPS2

NLPS

PELPS1

NLPS

PRM1

PRM2

CLPS IRM

Target 1

Target 2

E1

E2

E3

Figure 1: Architecture of speech enhancement preprocessor.

2. Speech Enhancement Preprocessing
In daily situations, the speech polluted by background noises
may severely destroy the SER performance. Hence, a reliable
SE system which can not only effectively suppress the back-
ground noise but also retain the emotional information is the
key to improve the SER performance. In this study, three strate-
gies used to improve SER performance are investigated.

2.1. Training data for speech enhancement

For automatic speech recognition (ASR), in order to ensure the
effectiveness of system, a large number of data must be collect-
ed to cover all acoustic changes in speech recognition applica-
tions, such as speakers, background noises, different effects of
microphone and communication channels, even different recog-
nition tasks, etc. Training data is also important for speech e-
motion recognition. In [23], generalization involving the target
persons speech samples and prior knowledge about their emo-
tional content are investigated. In [24], the authors proposed an
adversarial learning framework to alleviate the culture influence
on emotion recognition. The effect of gender bias in speech e-
motion recognition has also been studied in [25]. The prepro-
cessor for speech emotion recognition, which is different from
the traditional SE, needs to remove the noise without destroy-
ing the emotion clues of speech as much as possible. Inspired
by this, we found that when the SE system trained with more
matching data (corpus with emotional speech), it is helpful to
improve the performance of SER from noisy speech compared
to using non-emotional speech corpus. It is verified for the set-
tings of both simulated and realistic noisy data.

2.2. A novel progressive multi-target architecture

Deep neural networks (DNNs) and recurrent neural network-
s (RNNs) have been widely used in speech enhancement for
a long time [26]. However, the conventional RNN can not
hold information for a long period and the optimization of RN-
N parameters via the back propagation through time (BPTT)
faces the problem of the vanishing and exploding gradients [27].

The problems can be well alleviated by the invention of LSTM
which introduces the concepts of memory cell and a series of
gates to dynamically control the information flow. As shown in
Figure 1, all LSTM layers consist of memory cells.

The LSTM-based densely connected progressive learning
was proposed by [28] and proved to be effective for speech en-
hancement. To improve the generalization capability of LSTM
architecture, a design of hidden layers via densely connected
progressive learning and output layer via multiple-target learn-
ing is presented (denoted as LSTM-PL-MTL), as illustrated in
Figure 1. The log-power spectra (LPS) features are adopted for
network inputs and outputs. The input is noisy LPS (NLPS)
features and final output is clean LPS (CLPS) and IRM.

A series of progressive ratio masks (PRMs) are concate-
nated with the progressively enhanced LPS (PELPS) features
together as the learning targets. PRM, to perform a trade-off
between noise reduction and speech distortion, is defined as:

MPRM(t, f) =
S(t, f) +NT(t, f)

S(t, f) +NI(t, f)
(1)

where S(t, f) represents the power spectrum of the speech
signal at the time-frequency (T-F) unit (t, f), NT(t, f) and
NI(t, f) represent the power spectrum of the noise signals in
one PRM target and input noise signals at the T-F unit (t, f)
respectively. All the target layers are designed to learn interme-
diate speech with higher SNRs or clean speech. The multi-task
error between the output of target layer k and its ground-truth
label is

EMTL(k) =
∑
t,f

[(x̂PELPS(k, t, f)− xPELPS(k, t, f))
2

+ (M̂PRM(k, t, f)−MPRM(k, t, f))
2]

(2)

where x̂PELPS(k, t, f) and xPELPS(k, t, f) are predicted and
ground-truth PELPS features of the kth target layer, while
M̂PRM(k, t, f) and MPRM(k, t, f) are predicted and ground-
truth PRM features of the kth target layer. Both x̂PELPS(k, t, f)

and M̂PRM(k, t, f) are nonlinear functions of PELPS and PRM
in preceding target layers. xPELPS(k, t, f) and MPRM(k, t, f)
can be easily calculated with a predefined SNR gain of target
layer k. Please note that PELPS and PRM of target layer 3 cor-
respond to clean LPS (CLPS) features and IRM, respectively.
The errors of all target layers are computed in the mean squared
error (MSE) sense, and added together to optimize the trainable
parameters. In our LSTM-PL-MTL, the dimension of both LPS
and PRM (IRM) feature vectors is 257, single frame is used for
input, the number of LSTM memory cells in each layer is 1024,
and we use 3 target layers (with 10dB SNR gain for both target
layer 1 and 2).

2.3. Speech post-processing with ISPP

One advantage of the method based on progressive learning is
that there are multiple estimated targets that can be obtained
from the network. The different targets can provide rich infor-
mation for post-processing. Meanwhile, a post-processing ap-
proach, the improved speech presence probability (ISPP) com-
bining conventional and deep learning techniques [29, 30] by
incorporating the estimated PRM obtained from the proposed
structure was employed. By incorporating neural network based
mask estimation M̂PRM(t, f) to define an intermediate item

Ĝ(t, f) = δM̂PRM(t, f) + (1− δ)GISPP(t, f) (3)



where GISPP(t, f) denotes ISPP-based gain function at T-F unit
(t, f) and δ is a weighting factor empirically set to 0.5 in our
experiments, see [29] for details.

3. Experiments and Result Analysis
3.1. Databases

7138 utterances of WSJ0 corpus [20] (about 12 hours of reading
style speech) from 83 speakers were used to train LSTM-IRM
model, denoted as SI-84 training set.

Interactive emotional dyadic motion capture database
(IEMOCAP) corpus [21], one of the widely used standard emo-
tional databases on speech emotion recognition, comprises five
sessions, each of which includes labeled emotional speech utte-
rances from recordings of dialogs between two actors. There is
no actor overlapping between these sessions.

Chinese natural audio-visual emotion database (CHEAVD)
2.0 [22] was collected by capturing clips from films and TV
programs and used for multimodal emotion challenge (MEC)
2017 [31]. These clips are not captured in the controlled studio
environment, so there might contain background noises, which
are very close to real world scenarios. Each speech utterance
has one label among eight emotion categories. The SNR distri-
bution was investigated in [32].

3.2. Implementation details

To train SE models, WSJ0 corpus and IEMOCAP that do not
include the same speaker in SER system (about 9 hours) are cor-
rupted with CHiME-4 noise at four SNR levels (-5dB, 0dB, 5dB
and 10dB) to build a 36-hour training set respectively, consist-
ing of pairs of clean and noisy utterances. For SER system, we
conducted experiments on IEMOCAP in mismatched scenarios,
i.e clean-training and noisy-testing. We randomly picked out a
session (session 3 was used here) and only added noise to the
test set, see [33] for details. Four noise types (BUS, CAF, PED
and STR) [34] in CHiME-4 challenge were selected as the noise
database for simulation. We investigated the performance of our
algorithm at SNR levels ranging from -5dB to 15dB, with an in-
terval of 5dB and used the speech utterances from four emotion
categories, i.e., happy, sad, angry and neutral.

MEC 2017 is a more challenging task and the labels of the
test set are not available. We randomly selected 700 utterances
from the training set with a total of 4917 utterances as the vali-
dation set and the rest as the new training set, and the validation
set of the competition as the new test set for experiments. Atten-
tion based fully convolution network [33] is used as SER system
for both IEMOCAP and CHEAVD tasks. Please note that the
test set are recorded in realistic noisy conditions. Therefore,
there are high mismatches between SE model and SER system,
such as speaking style and types of background noise. These
mismatches make SER system quite challenging for our pro-
posed enhancement approach.

For front-end configurations, we used pytorch to train the
SE network. Each stage consists of 6 epochs and 5 stages are
used. The learning rate for the first stage was initialized as 0.25
and then decreased by 20% after each stage. The batch size is 8.
For the back-end configurations, the SER systems were trained
on TensorFlow, referring to [33] for specific parameter.

3.3. Results on simulated test data using IEMOCAP

Deep learning-based IRM estimation was first used for SE. Un-
der clean conditions, we trained the SER system and achieved

an accuracy of 71.90% on the test set. Our results are pre-
sented in Table 1. ‘Noisy’ denotes unprocessed noisy speech.
‘IRM-WSJ0’ and ‘IRM-IEM-2’ represent LSTM-IRM model
trained by WSJ0 and IEMOCAP respectively, where ‘2’ means
the number of hidden layers used in LSTM is 2.

Table 1: The accuracy (%) comparison of using IRM estimation
with different hidden layers (with the corresponding 71.90% for
clean speech).

Enhancement -5dB 0dB 5dB 10dB 15dB

Noisy 48.54 50.00 52.19 55.47 59.12
IRM-WSJ0 47.81 50.37 56.20 60.95 62.04

IRM-IEM-2 52.92 56.57 61.68 65.33 66.79
IRM-IEM-3 47.81 52.19 59.85 63.87 65.33
IRM-IEM-4 46.35 48.91 57.66 63.50 64.60

Our first observation is that the accuracy decreases to a cer-
tain extent as CHiME-4 noise is added to the test set in IEMO-
CAP, 48.54% at -5dB and 59.12% at 15dB. By using the LSTM-
IRM enhancement model trained on WSJ0, the SER systems
achieve better performance when using enhanced audio com-
pared to using noisy audio in most cases. The only exception
is when the test speech is under -5dB. When the enhanced mo-
del trained on the data set of IEMOCAP using the same net-
work structure, the performance of SER has a comprehensive
improvement. When the number of hidden layers in LSTM is
increased, the performance of the SER system decreases. The
reason might be that the deeper structures with limited training
data lead to the overfitting problem and emotional information
is destroyed, which is also the difficulty of SE for SER.

Table 2: The accuracy (%) comparison of different targets by
using LSTM-PL-MTL (with 71.90% for clean speech).

Enhancement -5dB 0dB 5dB 10dB 15dB

Noisy 48.54 50.00 52.19 55.47 59.12
PL-MTL [35] 51.46 56.20 59.85 63.50 67.15

T1-LPS 49.27 54.02 60.58 63.87 67.15
T1-PRM 47.08 48.18 54.02 63.50 64.60
T2-LPS 38.32 47.08 54.02 56.20 57.66
T2-PRM 47.81 48.91 56.57 63.87 66.06
T3-LPS 40.88 48.91 50.73 52.92 55.11
T3-IRM 54.38 57.30 62.77 67.15 68.25

To improve the SE model generalization for SER system,
we further investigated the SE model structure based on pro-
gressive learning which has been successfully applied to speak-
er diarization in quite challenging realistic environments [36].
As shown in Table 2, we used the structure in [35]. Interestingly,
we find that the best performance can be obtained when decod-
ing with Target 3 IRM. However, the original LSTM-PL-MTL
model in [35] underperforms LSTM-IRM model (IRM-IEM-2)
in Table 1 for most SNR cases. This might be explained as that
the dense connections in LSTM-PL-MTL result in very high di-
mensional intermediate target layers and the overfitting problem
under the setting of limited training data.

Nevertheless, with our simplified architecture as shown in
Figure 1, almost all dense connections in original LSTM-PL-
MTL model [35] are removed with only one connection from
the input layer to the final intermediate target layer. From Ta-



ble 2, we can observe the results with the Target 3 IRM (T3-
IRM) in our proposed LSTM-PL-MTL perform better than the
system in [35] and IRM-IEM-2, across all SNR levels. A-
mong all the learning targets (T1-LPS, T1-PRM, T2-LPS, T2-
PRM, T3-LPS, T3-IRM) in our LSTM-PL-MTL model, T3-
IRM achieved the best results. The new architecture helps in
all cases and the performance gaps between the highest SNRs
(10dB and 15dB) and clean condition are small. In the case
of low SNR, there will be more residual noises after enhance-
ment, leading to the poor performance of SER. We compared
the enhanced speech spectrograms and observed that more dis-
tortions destroying the emotion information appeared at low S-
NRs. These could explain why performance is still far from
clean audio even after being enhanced.

3.4. Results on realistic test using CHEAVD

To verify the effectiveness of our proposed SE approach in
more realistic conditions, we conducted the experiments on
CHEAVD dataset recorded in realistic noisy conditions, de-
tailed results are presented in Table 3 and 4.

Table 3: The accuracy (%) comparison of using different speech
enhancement methods in real situations.

Noisy 1000h SE [35] IRM-WSJ0 IRM-IEM

41.58 41.30 40.88 42.01

In Table 3, a general SE model trained in corpus of about
1000 hours was first used for comparison [35], and it was found
that the performance of SER decreased slightly. Second, IRM-
WSJ0 model still degraded the SER performance. The reason
may be the high mismatch of speech styles (emotional vs. non-
emotional). When IRM-IEM was used, the performance of SER
not only exceeded that of 1000h enhanced model, but also ex-
ceeds that of unprocessed speech. This is consistent with our
observation in the simulation data set.

Table 4: The accuracy (%) comparison of using ISPP post-
processing. “Fusion” means that the score fusion of SER sys-
tems with enhanced speech obtained from T1-PRM and corre-
sponding ISPP post-processing.

T1-PRM-ISPP T2-PRM-ISPP T3-IRM-ISPP Fusion

43.00 42.29 42.72 44.13

Considering no significant performance improvements in
Table 3, we add to two LSTM layers for each target learning
in LSTM-PL-MTL and use the ISPP post-processing in Sec-
tion 2.3. The results are shown in Table 4 and remarkable im-
provements of SER performance could be achieved by using the
proposed LSTM-PL-MTL structure and post-processing. When
using post-processing based on T1-PRM, 43.00% accuracy can
be obtained. By score fusion of SER systems with enhanced
speech from T1-PRM and its post-processing, the best accura-
cy of 44.13% is achieved, which yields an absolute 2.55% im-
provement over the unprocessed noisy speech. This also shows
the effectiveness of proposed method.

Finally, to illustrate why the proposed speech preprocessing
can help emotion recognition. Figure 2 gives an utterance ex-
ample from the real test set of CHEAVD 2.0. Figure 2(a) plots
the spectrogram of the unprocessed noisy utterance. The girl’s

(a) Noisy spectrogram (b) 1000h SE

(c) LSTM-IRM (d) LSTM-PL-MTL + ISPP

Figure 2: The comparison of SE results of different approaches
for an utterance from the real test set of CHEAVD 2.0.

sad voice was concealed to some extent by the environmental
noise, and wrongly classified as “neutral”. By using the trained
enhancement model, a lot of background noise was removed,
and it was also correctly classified as “sad”. But it also brings
some non-linear distortions to speech, as shown in the spec-
trogram in the black rectangle of Figure 2(b). A listening in-
spection on enhanced speech showed that for SE model trained
with non-emotional corpus, in addition to removing the noise,
sounds like slight “ha ha” and sighs were also destroyed or re-
moved to some extent. Considering that emotion recognition
is sensitive to these changes resulting in performance degra-
dations, training SE models using emotional speech data can
help recovering these key speech emotion cues as shown in Fig-
ure 2(c) and Figure 2(d). Moreover, our proposed LSTM-PL-
MTL with T1-PRM and ISPP post-processing made the better
tradeoff between noise reduction and speech emotion preserva-
tion over LSTM-IRM method.

4. Conclusion
In this paper, we study the effects of speech enhancement as
a preprocessor on speech emotion recognition in challenging
noisy environments. We first find that speech enhancemen-
t models trained with emotion speech is more effective than
non-emotion speech. We also observe that important cues, such
as low-energy signs and laughters, are often masked by nois-
es and distorted by some enhancement models. We propose
training SE models with emotion speech corpora to achieve
a higher accuracy for speech emotion recognition. We also
present a novel LSTM-PL-MTL architecture with ISPP-based
post-processing that proves to be effective in enhancing speech
for emotion recognition, achieving a considerable performance
improvement over unprocessed noisy speech.
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Abstract
In this paper, we propose a new speaker normalization tech-
nique for acoustic model adaptation in connectionist temporal
classification (CTC)-based automatic speech recognition. In the
proposed method, for the inputs of a hidden layer, the mean
and variance of each activation are first estimated at the speaker
level. Then, we normalize each speaker representation indepen-
dently by making them follow a standard normal distribution.
Furthermore, we propose using an auxiliary network to dynam-
ically generate the scaling and shifting parameters of speaker
normalization, and an attention mechanism is introduced to im-
prove performance. The experiments are conducted on the pub-
lic Chinese dataset AISHELL-1. Our proposed methods present
high effectiveness in adapting the CTC model, achieving up
to 17.5% character error rate improvement over the speaker-
independent (SI) model.

Index Terms: speaker normalization, speech recognition, con-
nectionist temporal classification

1. Introduction
With the widespread use of deep learning in automatic speech
recognition (ASR), recognition accuracy has been greatly im-
proved over the past several years [1, 2]. However, the perfor-
mance of deep neural network (DNN)-based ASR will still de-
teriorate under the mismatches between training and test condi-
tions, which are caused by the different characteristics of acous-
tic variability, such as speakers, channels and environmental
noise. In ASR, speaker normalization (SN) techniques are used
to minimize the mismatch between the training and testing con-
ditions due to speaker variability. Typical normalization tech-
niques transform the model to match the testing condition or
the inputs to match the model.

Speaker normalization techniques for DNNs can be catego-
rized into two broad approaches: adaptation and adaptive train-
ing. Speaker adaptation methods address speaker variability by
estimating speaker-dependent (SD) parameters from a trained
speaker-independent (SI) model on additional adaptation data.
Speaker adaptive training attempts to address the speaker mis-
match during training on the fly.

For the adaptation method, a straightforward idea is to re-
train all SI model parameters. To avoid overfitting, regular-
ization approaches such as L2 regularization using weight de-
cay [3], Kullback-Leibler divergence (KLD) [4] and adversar-
ial multitask learning (MTL) [5] were proposed. There are also
many approaches in which only small subsets of the network pa-
rameters are adapted [6, 7, 8]. Recently, adaptation schemes us-
ing parameterized hidden activation functions have been widely
explored [9, 10, 11] and have achieved good improvements.

In adaptive training, a traditional technique is to transform
the acoustic features to a normalized space, and then the adapted
features are used to train DNN models. Typical methods in-

clude MLLR transforms and the feature-space variant (fMLLR)
[12, 13]. Another effective method is to provide the network
with auxiliary features that characterize speaker information
such as i-vector [14, 15, 16] and speaker code [17, 18]. In
addition, cluster adaptive training (CAT) has been applied for
speaker normalization [19, 20].

Despite the great success of these methods in hybrid sys-
tems, there has been limited investigation in speaker normaliza-
tion for the end-to-end (E2E) ASR. In [21], two regularization-
based approaches were shown to be effective for connection-
ist temporal classification (CTC) [22]-based E2E ASR. In [23],
several conventional adaptation methods were integrated to
adapt the attention-based encoder-decoder (AED) model.

In this paper, we propose a novel speaker normalization
technique for CTC-based ASR. The CTC models take all ut-
terances as input and produce a sequence of activations. These
allow us to make use of better context modeling capabilities and
statistical information of hidden activations for a speaker. Addi-
tionally, inspired by the idea of batch normalization (BN) [24],
we propose to normalize each speaker representation indepen-
dently by making each activation follow the standard normal
distribution. The mean and variance of each activation are esti-
mated at the speaker level. Then, a pair of scaling and shifting
parameters are introduced to transform the normalized value,
which are learned along with the original model parameters.
Furthermore, motivated by dynamic layer normalization (DLN)
[25] and attentive batch normalization (ABN) [26], we also use
an auxiliary network with an attention mechanism to dynam-
ically generate the normalization parameters, which we call
adaptive speaker normalization (ASN). However, unlike DLN
and ABN, we propose to generate the parameters at the batch
level and at the speaker level to fulfill speaker adaptation. We
evaluated the proposed algorithms on the AISHELL-1 corpus
[27], an open-source Mandarin ASR task. Experimental results
show that the proposed methods present high effectiveness in
adapting the CTC model, achieving up to 17.5% character er-
ror rate (CER) improvement over the speaker-independent (SI)
model.

2. Relation to prior work
Well-known normalization techniques for reducing the train-
test mismatch include the application of input normalization,
such as the mean normalization (MN) [28] and mean and vari-
ance normalization (MVN) [29]. MN assumes that the data
mean is invariant, and MVN uses the stronger assumption that
the mean and variance of data are invariant, so standardizing
the mean and/or variance removes irrelevant information [30].
In deep learning, un-normalized features with greater variance
dominate the DNN learning process, so scaling the inputs is a
standard procedure that can improve DNN performance.

Similar normalization techniques can be found in DNN



training. Batch normalization (BN)[24] and layer normaliza-
tion (LN) [31] are two well-known methods for normalizing the
activations of the hidden layers. BN was originally designed to
alleviate the issue of internal covariate shifting, a common prob-
lem in DNN training. BN addresses the problem by normalizing
each dimension of activations in a mini-batch by making it fol-
low a standard normal distribution. LN has the same idea as
batch normalization, but the difference is that LN normalizes
each node of a neural layer, which is independent of the size of
each batch.

However, BN or LN is a DNN training technique that is
not targeted at speaker adaptation. There has still been limited
investigation in speaker adaptation using similar normalization
techniques. In [32], researchers used the auxiliary network to
learn speaker-specific information and then performed normal-
ization at the speaker level. Although the method achieves a
lower word error rate (WER) than the unadapted models, it only
uses the mean information of activations and performs normal-
ization at a specific layer. The novelty of our proposed methods
lies in the following aspects: first, we use the idea of BN to per-
form normalization for activations at the speaker level, which
is layer-wise and makes use of the mean and variance infor-
mation of activations. Furthermore, we introduce an attention
mechanism to the auxiliary network and use it to dynamically
generate the normalization parameters. Finally, we investigate
our approaches in connectionist temporal classification (CTC)-
based end-to-end speech recognition and demonstrate competi-
tive performance in the speaker-adapted scenario.

3. Proposed methods
We first introduce the modified speaker normalization (SN)
method in speech recognition. Moreover, its application in Bi-
LSTM is discussed. In the following sections, the details of the
proposed speaker-level and batch-level adaptive speaker nor-
malization (ASN) are discussed.

3.1. Speaker normalization

For a neural layer with p-dimensional input feature xs =

{x(1)
s , ..., x

(i)
s , ..., x

(p)
s }, where s means the feature belongs to a

certain speaker s, the proposed speaker normalization for each
dimension is defined as:

x̂(i)
s =

x
(i)
s − E[x

(i)
s ]√

Var[x
(i)
s ]

(1)

where the expectation E[x
(i)
s ] and variance Var[x

(i)
s ] are com-

puted over all training samples belonging to speaker s.
However, in most instances, training DNNs uses stochastic

optimization. Parameter updates are on a mini-batch basis. It is
impractical to use the whole set to normalize activations. There-
fore, we make the simplification as BN that each mini-batch
produces estimates of the mean and variance in each activation
of speaker s. Eq. (1) is rewritten as:

x̂(i)
s =

x
(i)
s − μs√
σ2
s + ε

(2)

where ε is a small positive constant to prevent numerical insta-
bility, and the mini-batch speaker mean μs and variance σs are
given by

μs =
1∑

k 1[sk = s]

∑
k

1[sk = s]xk (3)

and

σ2
s =

1∑
k 1[sk = s]

∑
k

1[sk = s](xk − μs)
2

(4)

where sk denotes the speaker label of the kth sample in the
mini-batch and 1[.] is the indicator function that evaluates to 1
when its argument holds.

However, according to BN, simply normalizing each input
of a layer may change what the layer can represent. To account
for this, we also introduce additional learnable parameters γ and
β, which respectively scale and shift the normalized activation
to enhance the representational power of the layer, leading to a
layer of the form:

y(i)
s = γ(i)x̂(i)

s + β(i)
(5)

where γ and β are parameters to be trained along with the orig-
inal model parameters. By setting γ(i) to σs and β(i) to μs, the
network can recover the original layer representation.

Note that SN normalizes the activations at the speaker level,
which can be considered a subset of BN. When all samples of a
mini-batch belong to the same speaker, SN is equal to the stan-
dard BN. However, the proposed SN may solve the drawbacks
of BN to some extent. According to [33], the effectiveness of
BN diminishes when the training mini-batches are small or do
not consist of independent samples. For small mini-batches, the
estimates of the mean and variance become less accurate. These
inaccuracies are compounded with depth and reduce the qual-
ity of the resulting models. In SN, however, we estimate the
mean and variance of each speaker instead of the entire training
set. This allows us to make more accurate estimates from acti-
vations in smaller batches. In addition, similar to the definition
of BN, SN also requires that the samples have the assumption
of independent and identical distribution (i.i.d.). However, the
connectionist temporal classification (CTC) [22] criterion has
the same assumptions of i.i.d., which makes the proposed SN
better match the scenario of CTC-based ASR.

For a standard feedforward layer in a neural network,
speaker normalization can be applied easily before an arbitrary
activation function as in BN. However, we are more concerned
with its application in the long short-term memory (LSTM)
model since LSTM is widely used to model the temporal in-
formation of acoustic features in speech recognition, especially
in CTC-based speech recognition. However, according to the
investigations in BN, it is quite challenging to perform normal-
ization in such recurrent neural networks due to their compli-
cated framework. In this paper, we apply speaker normalization
to the input-to-hidden transitions of LSTMs as the researchers
did in [34]. This has proven to be effective in our experiments.
For a bidirectional LSTM, speaker normalization is equally ap-
plied to the forward and backward LSTM.

3.2. Adaptive speaker normalization

The scaling and shifting parameters of SN can be computed at
the speaker level and batch level, respectively. For the speaker-
level strategy, normalizing activations of each speaker corre-
sponds with specific scaling and shifting parameters. For the
batch-level strategy, one pair of scaling and shifting parameters
are generated for all mini-batch samples.

3.2.1. Speaker level

Assume that hl−1
t denotes the p-dimensional hidden activation

of the l − 1th layer at time step t. For the normalization pa-



rameter generation network, a nonlinear transformation is first
applied to the normalized hidden activation as:

gl−1
t = tanh(Wgh

l−1
t + bg) (6)

where Wg is a dg × p weight matrix and dg is set to be less
than p. This nonlinear transformation is designed to project the
hidden activation to a low dimensional space. In this way, the
computational cost of the auxiliary network can be greatly re-
duced.

We use the weighted summation of all frames belonging
to speaker s to generate the normalization parameters for that
speaker. The mean of all the elements in gl−1

t can measure the
importance of the tth frame-level representation. With the soft-
max function, the attention weight for each frame of the speaker
s can be calculated as:

αs,t =
exp(mean(gl−1

s,t ))∑
τ 1[sτ = s] exp(mean(gl−1

τ ))
(7)

where sτ denotes the speaker label of the τ th frame in the mini-
batch and 1[.] is the indicator function that evaluates to 1 when
its argument holds.

The context vector of speaker s can be easily computed with
αs,t serving as the combination weights.

cs =
∑
t

αs,t1[st = s]gl−1
t (8)

Finally, the scaling and shifting parameters for speaker s
are generated as a linear transformation of the context vector:

γl
s = Wl

γcs + bl
γ (9)

βl
s = Wl

βcs + bl
β (10)

Assume ĥl−1
s,t denotes the activation normalized by the

mean and variance of speaker s. The final speaker normalized
activation is given by

h̃l
s,t = ĥl−1

s,t � γl
s + βl

s (11)

where � denotes the elementwise product.

3.2.2. Batch level

In batch-level speaker normalization, all activations of all
speakers in the mini-batch share one pair of scaling and shifting
parameters indiscriminately as with the standard format. The
difference is that the parameters are dynamically generated by
the activations.

A straightforward idea is to use the weighted mean of all
activated frames to generate the parameters. Then, Eq. (7) and
Eq. (8) are rewritten as:

αt =
exp(mean(gl−1

t ))∑
τ exp(mean(gl−1

τ ))
(12)

c =
∑
t

αtg
l−1
t (13)

where the symbols denote the same meaning as above. Then,
the context vector is used to generate the scaling and shifting
parameters as Eq. (9-10).

To take advantage of the discriminative information among
different speakers, we further propose speaker interclass atten-
tion to combine the activations of different speakers. After the

context vectors of all speakers are computed in Eq. (8). The at-
tention weight for each speaker context vector can be calculated
as:

αs =
exp(mean(cs))∑
m exp(mean(cm))

(14)

where m denotes the mth speaker in the mini-batch.
Then, the weighted mean of all speaker context vectors is

formed with αs serving as the combination weights:

u =
∑
s

αscs (15)

Finally, the weighted mean is used to generate the scaling
and shifting parameters as Eq. (9-10).

4. Experiments
4.1. Dataset

We evaluated our proposed methods on an open-source Man-
darin speech corpus AISHELL-1 [27]. All speech files are sam-
pled at 16 K Hz with 16 bits. We trained our models on the
training set which contains 150 hours of speech (120,098 utter-
ances) recorded by 340 speakers. The development set contains
20 hours of speech (14,326 utterances) recorded by 40 speak-
ers was used for early-stopping. And the test set contains 10
hours of speech (7,176 utterances) recorded by 20 speakers was
used for the final evaluation. The speakers of the training set,
development set, and test set are not overlapped.

4.2. SI system

We used connectionist temporal classification (CTC)-based
speech recognition systems in our experiments. The input
acoustic feature was 108-dimensional filter-bank features (36
filter-bank features, delta coefficients, and delta-delta coeffi-
cients) with mean and variance normalization. All neural acous-
tic models in the experiments had three bidirectional LSTM
hidden layers with 512 LSTM cells. To improve recognition
performance and training efficiency, we appended a convolu-
tional neural network (CNN) before the LSTM layers. For the
SI model, the bottom two layers were 2D convolution layers
with output channels of 64 and 256. Each convolution layer
was followed by a max-pooling layer with a stride of 2 in the
time dimension for finally downsampling utterances to a quar-
ter of the original length. We used a dropout rate of 0.3 for the
LSTM layers to avoid overfitting.

For the output of the Mandarin acoustic model, according to
the statistical information of the transcripts, we collected 4,294
Chinese characters in the training and development sets. With
the special symbol blank involved, 4,295 modeling units were
used for the output inference. Additionally, to further improve
the performance of the SI model, the trigram language model,
which was trained by using the transcription of the training set,
was used in the decoding procedure.

4.3. Network training setups

The CTC-based acoustic model used the whole utterance as in-
put, while utterances varied in length. Therefore, we sorted
all the utterances of the training set in descending order by
length. For the input features of the network, each utterance
was represented as a sequence of frames. We set a maximum
number of frames of fmax to control the batch size. The num-
ber of utterances included in each mini-batch was fmax/lmax,
where/means rounding operation, and lmax denotes the length



Table 1: The CERs (%) of SI and SN models under different
learning rates. “–“ denotes that the model did not converge.

Learning rate 0.0001 0.0002 0.0004

SI 9.96 - -

SN 9.44 9.04 8.89

of the longest utterance of the mini-batch. All utterances whose
lengths were less than lmax were unified by a zero-padding op-
eration. Therefore, the size of each mini-batch was variable but
did not exceed fmax.

PyTorch toolkits [35] were used in our model training pro-
cess. All the model parameters were randomly initialized and
updated by Adam [36]. The network was trained to minimize
the CTC loss function with an initial learning rate of 0.0001.
The development set was used for learning rate scheduling and
early stopping. We started to halve the learning rate when the
relative improvement fell below 0.004, and the training ended if
the relative improvement was lower than 0.0005.

4.4. Results of SN

The standard speaker normalization described in section 3.1
was first applied to the input of all LSTM layers. We investi-
gated the effect of normalization on the learning rate of network
training, where fmax was set to 5,000.

Table 1 shows the character error rate (CER) of different
acoustic models with and without speaker normalization under
different initial learning rates. It can be seen that with a learning
rate greater than 0.0001, the model without speaker normaliza-
tion did not converge. The model with speaker normalization
obtained a 5.2% reduction in CER under a small learning rate of
0.0001. In the case of a larger learning rate, the speaker normal-
ized model significantly outperformed the SI model, achieving
a CER of 8.89% and up to 10.7% relative improvement.

According to the analysis of Table 1, we found that standard
speaker normalization enables higher learning rates and makes
the model perform better. Speaker normalization makes model
training more resilient to the parameter scale. Normally, large
learning rates may increase the scale of layer parameters, which
then amplify the gradient during backpropagation and lead to
model explosion. However, with speaker normalization, back-
propagation through a layer is unaffected by the scale of its pa-
rameters.

We further explored the influence of batch size during
model training. Since SN uses similar ideas as BN, we com-
pared the proposed SN with the BN algorithm. The initial learn-
ing rates for the SN and BN models were set to 0.0002. As
shown in Table 2, in the case of a smaller batch size, BN greatly
deteriorated the ASR performance. This is an inherent flaw
of BN, as mentioned in [39]. For the proposed SN, a smaller
batch size had little impact on the model performance, result-
ing in a comparable performance with a favorable batch size of
5,000. This shows that SN can allow the model to be trained at a
smaller batch size without significantly reducing performance,
thereby adapting to scenarios with sparse data.

Table 2: The CERs (%) of the SN and BN models with different
training batch sizes.

Batch size(fmax) 2000 5000 8000

SN 10.97 9.71 9.90

BN 9.01 9.04 9.38

4.5. Results of ASN

In the ASN model, the size of the nonlinear transformation
in the auxiliary network, i.e., dg , was set to 256 to speed up
the training. The hidden activation of the previous layer was
used to generate the scaling and shifting parameters for the cur-
rent layer. We also used dropout for the auxiliary network to
improve performance. Note that the main network was more
adaptable to smaller learning rates due to the influence of the
auxiliary network. Therefore, the learning rate was set to 0.0001
for the ASN models, and fmax was set to 5000.

Table 3: The CERs (%) of SI, SN and different ASN models

Model Model Size(M) CER(%)

SI 85.82 9.96

SN 85.84 8.89

ASN-S 92.75 8.22
ASN-B1 92.75 8.51
ASN-B2 92.75 8.39

Table 3 summarizes the experimental results of the SI, SN
and ASN models. ASN-S indicates that the scaling and shifting
parameters in SN were generated at the speaker level. ASN-
B1 and ASN-B2 denote the parameters that were generated
by using the weighted mean of all activated frames and all
speaker context vectors, respectively. As shown in Table 3,
all ASN models outperformed the SN models. In batch-level
ASN, since the proposed speaker interclass attention utilized
the discriminative information among different speakers, ASN-
B1 performed better than ASN-B2. In speaker-level ASN, since
specific scaling and shifting parameters were generated for each
speaker to provide more discriminative information, ASN-S fur-
ther outperformed ASN-B. Finally, ASN-S achieved the best
CER of 8.22%, resulting in 17.5% relative improvement over
the SI model.

5. Conclusions
In this work, we propose a novel speaker normalization tech-
nique for neural acoustic model adaptation in CTC-based ASR.
Unlike previous work, we use the idea of BN to normalize hid-
den activations at the speaker level. The method performs a
layer-wise normalization for hidden activations and utilizes the
mean and variance information of each speaker. Experimen-
tal results show that the proposed SN enables the model to be
trained with a higher learning rate, resulting in a better perfor-
mance. Additionally, SN makes model training more resilient
to the batch size, which makes it possible to use it in differ-
ent scenarios. Furthermore, based on SN, we propose ASN, in
which the scaling and shifting parameters are dynamically gen-
erated by using an auxiliary network with an attention mecha-
nism. We generate the parameters at the speaker level and batch
level. The two strategies both outperform the standard SN, fi-
nally achieving up to a 17.5% relative reduction in CER.
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Abstract
In this paper, adaptive mechanisms are applied in deep neural
network (DNN) training for x-vector-based text-independent s-
peaker verification. First, adaptive convolutional neural net-
works (ACNNs) are employed in frame-level embedding lay-
ers, where the parameters of the convolution filters are adjust-
ed based on the input features. Compared with conventional
CNNs, ACNNs have more flexibility in capturing speaker in-
formation. Moreover, we replace conventional batch normal-
ization (BN) with adaptive batch normalization (ABN). By dy-
namically generating the scaling and shifting parameters in BN,
ABN adapts models to the acoustic variability arising from var-
ious factors such as channel and environmental noises. Finally,
we incorporate these two methods to further improve perfor-
mance. Experiments are carried out on the speaker in the wild
(SITW) and VOiCES databases. The results demonstrate that
the proposed methods significantly outperform the original x-
vector approach.

Index Terms: Speaker verification; Adaptive convolution;
Adaptive batch normalization; Attention mechanism

1. Introduction
Speaker verification (SV) is a task to verify a person’s claimed i-
dentity from speech signals. During the last decade, the i-vector
[1] algorithm combined with a probabilistic linear discriminant
analysis (PLDA) [2] used for similarity scoring has become a
dominant approach for SV.

This paradigm has been improved by incorporating a deep
neural network (DNN) to extract speaker representations, which
are named the x-vector [3] or d-vector [4] in the SV field. In
most of these DNN-based systems, several frame-level layers
are stacked to deal with a local short span of acoustic features
to obtain more effective high-level representations. These layers
can be modeled by a time-delay neural network (TDNN) [5, 3],
convolutional neural network (CNN) [6] or long short-term
memory network (LSTM) [7, 8]. Then, a pooling layer maps all
frames of the input utterance into a fixed-dimensionality vector,
and speaker embedding is generated from the following stacked
fully connected layers. Average pooling, max pooling [9] and
statistics pooling [5] are widely used in pooling layers. Some
researchers have also employed the attention mechanism [10]
and gating mechanism [11, 12] in the pooling layer. By pro-
viding different frame weights, these methods can capture more
expressive speaker characteristics. Such DNN embedding sys-
tems have become the current state-of-the-art systems in most
public benchmarks.

Speech signals are easily corrupted by various factors, such
as emotions, channels, and environmental noises. How to ex-
tract robust speaker embeddings is one of the principal interests
of SV. The data augmentation technique [3, 13, 14] is the most
straightforward way to solve this problem. The systems can

achieve better performance by constructing additional training
samples using expert knowledge or extra data sources. Another
choice is applying the adversarial training strategy in the speak-
er characteristics modeling process. Through weakening the a-
bility to discriminate the environment types, SNRs [15] or other
relative information [16, 17] in a speech, the speaker embedding
extractor generates more robust speaker representations.

Recently, an adaptive convolution neural network (ACN-
N) has been shown to be useful for natural language process-
ing (NLP) tasks [18, 19] and computer vision (CV) tasks [20].
Unlike traditional convolutions that use the same set of filter-
s regardless of different inputs, adaptive convolution employs
adaptively generated convolutional filters that are conditioned
on inputs. Similar to these works, dynamic layer normaliza-
tion (DLN) [21] and adaptive batch normalization (ABN) [22]
are proposed for adaptive neural acoustic modeling in speech
recognition. The parameters in the normalization layer are sub-
stituted with learned functions, the outputs from which are then
used as normalization parameters. In these studies, an adap-
tive mechanism gives stronger flexibility to networks and allows
networks to utilize the information inputs contained.

In this paper, we investigate the abovementioned adap-
tive learning methods for robust embedding extraction. More
specifically, the ACNN and ABN are employed in the frame-
level layers for extracting more expressive feature representa-
tions. In addition, we incorporate these two methods into an
x-vector network to further improve performance. To the best
of our knowledge, this study is the first to employ input-aware
methods to extract robust speaker embeddings. We evaluate our
experiments on the SITW and VOiCES datasets. The experi-
mental results show that the two methods can both achieve bet-
ter performance than the original x-vector approach, and the
appropriate integration of the methods can further improve per-
formance.

The remainder of this paper is organized as follows. Sec-
tion 2 gives an introduction to our x-vector baseline. Section 3
describes the proposed input-aware model in detail. Then, the
experimental setup, the results and the analysis are presented in
section 4. Finally, the conclusions are given in section 5.

2. Baseline Network Architecture
The network architecture of our x-vector baseline system is the
same as that described in [3]. As depicted in Figure 1, the x-
vector baseline consists of three time-delay frame-level layers,
two more frame-level layers without time delay, a pooling layer
that converts the variable-length frame-level representations in-
to a single fixed-length vector and, finally, two utterance-level
layers followed by the output layer.

As we know, the TDNNs in the frame-level layers could
be implemented as 1-D convolutional neural networks (1-D C-
NNs), where the filters slide along the time axis. The mean
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and standard deviation of the final frame-level output vectors
are calculated and then concatenated together for the pooling
layer. All activations in the network are rectified linear units
(ReLUs). Batch normalization is used on the activations from
all layers except the output layer. The output layer computes
an affine transform of its input and then transforms the outputs
using softmax. The network is trained to predict the correc-
t speaker labels with cross entropy (CE) loss. Once the DNN
is trained, the speaker embeddings are extracted from the layer
right after pooling.

…
 

1 2{ , ,..., }Tx x x

Figure 1: Baseline network architecture.

3. Adaptive X-vector Model
This section introduces the proposed ACNN and ABN. We ex-
plain how the parameters are generated and applied to the exist-
ing framework.

3.1. Adaptive convolution neural network

Figure 2 schematically shows the overall architecture of our
ACNN. Attentive statistics pooling is used to encapsulate the
variable size input into a fixed size context vector at first, and
this vector adjusts the convolution parameters by determining
the weights of the component filters and biases. The final con-
volutional parameters are linear regressions of these compo-
nents.

Suppose hl
t is the hidden representation in the lth layer.

The attention mechanism is applied first. The value vectors et

and the attention weights αt are calculated as follows:

et = hl
t ∗We + be

αt = vT tanh(hl
t ∗Wα + bα) (1)

where We and Wα are the convolution parameters, while be

and bα are the bias parameters. v is a vector that converts the
hidden vector to a scalar value. Then, we generate a context
vector by leveraging the statistical information inherent in the
weighted value vectors et.

μ =
∑
t

αtet

σ =

√∑
t

αtet � et − μ� μ

cacnn = [μ,σ] (2)

Finally, we concatenate μ and σ as the context vector
cacnn to generate the convolutional parameters by a linear com-
bination of components from a parameter pool.

β = [β1, ..., βN ] = Wβcacnn + bβ

W̃ =

N∑
i=1

βiWi

b̃ =

N∑
i=1

βibi (3)

where Wβ and bβ are trainable parameters to generate
the weight vector β and the parameters {Wi}i=1...N and
{bi}i=1...N of the component filters can also be trained through
a typical backpropagation algorithm.

,W b,W b,

,W bi i et � t

acnnc� i

hlt

1hl+t

Figure 2: Structure of the proposed ACNN.

Once we obtain the convolutional filter W̃ and bias b̃, a
conventional convolution operation is applied to the inputs as
follows:

hl+1
t = f(hl

t ∗ W̃ + b̃) (4)

where f is a nonlinear function and is usually composed of an
activation function and batch normalization.

3.2. Adaptive batch normalization

The main difference between the ABN and BN is that the scal-
ing and shifting parameters are dynamically generated for dif-
ferent inputs in the ABN while they are fixed for all the inputs
in the BN in the testing procedure. The main procedure of the
ABN is similar to that of the ACNN. First, the weighted context
vector cabn can be calculated as follows:

et = tanh(We ∗ hl
t + be)

αt =
exp(mean(et))∑
i

exp(mean(ei))

cabn =
∑
t

αtet (5)

where We and be are trainable parameters. The mean of al-
l the elements in et, which is the nonlinear transformed low-
dimension vector of input hl

t, is used to measure the importance
of each frame, and the weighted sum of et is used as the con-
text vector cabn . Then, the scaling γ and shifting parameters
are generated from β .

γ = Wγcabn + bγ

β = Wβcabn + bβ (6)

where Wγ , Wβ ,bβ and bγ are all trainable parameters. Fi-
nally, standard batch normalization [23] is employed with the
generated parameters.
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4. Experiments and Discussion
4.1. Data set and evaluation metrics

All experiments are conducted on the SITW and VOiCES
datasets. For the SITW dataset [24], there are two standard
datasets for testing: dev. core and eval. core. We use both
sets to conduct the experiments. The VoxCeleb database [25],
including the VoxCelebb1 and VoxCeleb2, is used for training.
Since a few speakers are included in both the SITW and Vox-
Celeb datasets, these speakers are removed from the training
dataset.

The VOiCES dataset for the speaker verification task is de-
scribed in the “VOiCES from a Distance Challenge 2019” [26].
The development dataset contains 15,904 noisy and far-field
speech segments from 196 speakers. The evaluation set consist-
s of 11,392 distant recordings from different microphone types
and different rooms, both of which could be more challenging
than those featured in the development set.

Due to the background noise, reverberation, laughter and
acoustic artifacts contained in speech data, the data augmenta-
tion techniques described in [3], including adding additive noise
and reverberation data, are applied to improve the robustness of
the system. Because there is a possibility that there will be an
overlap between the MUSAN [27], which is a publicly available
augmentation dataset, and the VOiCES dataset, babble noise is
not created for augmentation. In summary, there are a total of
2,236,567 recordings from 7185 speakers for training, including
approximately 1,000,000 randomly selected augmented record-
ings. Note that the training data for VOiCES are consistent with
those for the SITW dataset.

The results are reported in terms of three metrics: the equal
error rate (EER), the minimum of the normalized detection cost
function (minDCF) and the actual detection cost function (act-
DCF). The minDCF has two settings: one with a prior target
probability Ptar set to 0.01 (DCF(10−2)) and the other with a
Ptar set to 0.001 (DCF(10−3)).

4.2. Features

We select 30-dimensional MFCC features containing delta and
delta-delta coefficients as the input acoustic features. Each M-
FCC feature is extracted from the speech signal with a 25 m-
s window and a 10 ms frame shift. Each feature is mean-
normalized over a 3 s sliding window, and energy-based VAD is
employed to filter out non-speech frames. The acoustic features
are randomly cropped to lengths of 2-4 s, and 128 utterances
with the same duration are grouped into a mini-batch. Data
processing is implemented with the Kaldi toolkit [28].

4.3. Model configuration

All neural networks are implemented using the TensorFlow
toolkit [29]. The network is optimized using the Adam opti-
mizer, and the learning rate gradually decreases from 1e-3 to
1e-4. If not specified, all of the setups are the same as the base-
line system. Other configurations of each system are listed as
follows:

x-vector:This is a deep embedding learning baseline sys-
tem. Only the fifth hidden layer has 1536 nodes, while the other
layers have 512 nodes. The kernel sizes of the first five layer-
s are 5, 3, 3, 1 and 1, while the dilation rates are set to 1, 2,
3, 1 and 1 respectively. The same type of L2 weight decay and
batch normalization as described in [30] are used in the baseline
system to prevent overfitting.

ACNN:In this system, the ACNN is only applied in the
fourth frame-level layer. Such a setup can achieve satisfacto-
ry results with a minimum increase in parameters. The hidden
dimensions of both We and Wα in Eq. (1) are set to 256. The
number of component filters N in Eq. (3) is chosen to be 4.

ABN:All frame-level layers employ the ABN in this sys-
tem. The hidden dimension of We in Eq. (5) is set to 256.
Note that the utterance-level layers use the conventional BN,
and other setups are exactly the same as the baseline system.

ACNN&ABN:Both the ACNN and ABN are employed in
this system. The ACNN is employed in the fourth layer, while
the ABN is used in the remaining frame-level layers. The setup
is consistent with the abovementioned ACNN and ABN sys-
tems.

Fusion:The complementarity between the above two differ-
ent adaptive learning methods at the score level is also investi-
gated here. We only report the results using the score fusion of
the ACNN and ABN with equal weights

4.4. PLDA Backend

The DNN embeddings are centered using the training set and
are projected to a low-dimensional space using LDA at first.
The dimensions of the x-vectors are reduced to 100 for both
datasets. After length normalization, we select the longest
200,000 recordings from the training set to train the PLDA
backend. The backend classifier is implemented with the Kaldi
toolkit.

4.5. Results and analysis

Figure 3: DET curve comparison for the evaluation set of
SITW and VOiCES.

Table 1 presents the results of different systems on the
SITW and VOiCES datasets. It can be observed that the system
applying either the ACNN or ABN outperforms the x-vector
baseline system. On the SITW dataset, these two systems can
both improve the baseline by approximately 10% ∼ 19% for
all evaluation metrics. For the VOiCES dataset, the ACNN
achieves at most 21% relative improvements over the baseline in
terms of minDCF and actDCF, while the ABN achieves at most
17% relative improvements in terms of EER. The ACNN&ABN
system can obtain some further performance improvement over
the ACNN and ABN systems, especially on the SITW dataset.
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Table 1: Results of different systems on the SITW and VOiCES datasets. DCF2, DCF3 and aDCF refer to DCF(10−2), DCF(10−3)
and actDCF, respectively. Impr denotes the relative improvement of the best results with respect to the baseline system.

Systems
SITW VOiCES

Dev Eval Dev Eval

EER DCF2 DCF3 EER DCF2 DCF3 EER DCF2 aDCF EER DCF2 aDCF

x-vector 2.88 0.2956 0.4752 3.28 0.3063 0.4974 3.44 0.3952 0.4925 8.34 0.6203 0.7299
ACNN 2.54 0.2389 0.4126 2.73 0.2824 0.4430 3.25 0.3346 0.3663 7.57 0.5553 0.5800
ABN 2.35 0.2444 0.4110 2.90 0.2765 0.4380 2.87 0.3206 0.4060 7.47 0.5709 0.6167

ACNN&ABN 2.35 0.2317 0.3693 2.54 0.2687 0.4233 2.73 0.3263 0.4291 7.12 0.5676 0.6090
Fusion 2.12 0.2264 0.3768 2.60 0.2650 0.4106 2.71 0.2841 0.3060 7.03 0.5114 0.5182

Impr.(%) 26 23 21 21 13 17 21 28 38 16 18 29

Table 2: Comparison results of the proposed ACNN system using different setups. Except for the parameter N, the rest of the setup is
consistent with the ACNN system described in section 4.3.

Systems
SITW VOiCES

Dev Eval Dev Eval

EER DCF2 DCF3 EER DCF2 DCF3 EER DCF2 aDCF EER DCF2 aDCF

ACNN(N=2) 2.35 0.2379 0.3995 2.82 0.2871 0.4457 3.25 0.3557 0.4083 7.87 0.5677 0.6144
ACNN(N=4) 2.54 0.2389 0.4126 2.73 0.2824 0.4430 3.25 0.3346 0.3663 7.57 0.5553 0.5800
ACNN(N=6) 2.54 0.2595 0.4060 3.01 0.2828 0.4562 2.99 0.3752 0.4764 7.95 0.6158 0.7067
ACNN(N=8) 2.58 0.2547 0.4234 2.82 0.2855 0.4558 3.24 0.3698 0.4321 7.74 0.6126 0.6847

Among all of the above systems, the fused system achieves
the best performance especially in terms of the actDCF, which
improves over the baseline by nearly 38% and 29% on the de-
velopment set and the evaluation set of VOiCES, respectively.
Figure.3 depicts the detection error trade-off (DET) curves of
the baseline and the fusion systems, and obvious improvements
can be observed.

Note that we only employ the ACNN in the fourth frame-
level layer for two reasons. In the ACNN, the number of pa-
rameters is usually several times highter than the number of
parameters in the CNN because each component filter is the
same size as that in the CNN. The fourth frame-level layer has
the minimum convolution kernel size and hidden dimension in
our systems. Applying the ACNN in such a layer only caus-
es an approximate 9% increase in parameters, while applying
it in any other layer causes at least a 27% increase in parame-
ters with respect to the baseline. On the other hand, the three
bottom frame-level layers model long-term temporal dependen-
cies with time delay and the frame-level feature representations
are not high-level enough to reflect all kinds of information in
high-dimensional abstract space.

The hyperparameter N in Eq. (3) controls the number of
component filters. The experimental results with different N
values are listed in Table 2. There is a larger gap between the
development set and evaluation set with N=2. This means that
too few component filters cannot guarantee the generalizability
of the model. Generally the system with N=4 achieves the best
performance. Therefore, N=4 is set in our experiments.

To test the effectiveness of the proposed ACNN and AB-
N in different speech environments, we select clean utterances
and degraded utterances from the SITW dataset that are natu-
rally degraded with noise, compression and reverberations. The
trials were divided into 4 groups according to the speech quality
and marked as “clean”, “noise”, “codec” and “reverb” respec-
tively. The results in Table 3 and 4 show that both the ABN and
ACNN achieve significant improvements under all conditions.
This comparison demonstrates that the proposed algorithms are
robust to environment types and speech quality.

Table 3: Comparison results of the SITW development set
under different conditions.

Systems Clean Noise Codec Reverb

x-vector 3.23 2.68 3.09 2.44
ACNN 3.23 2.17 2.59 2.37
ABN 1.61 1.92 2.59 2.08

ACNN&ABN 2.42 2.22 2.45 1.94

Table 4: Comparison results of the SITW evaluation set under
different conditions.

Systems Clean Noise Codec Reverb

x-vector 4.82 2.83 3.82 2.80
ACNN 4.42 2.37 2.96 2.47
ABN 4.02 2.62 3.09 2.47

ACNN&ABN 4.02 2.23 3.36 2.32

5. Conclusions
In this study, we employ adaptive mechanisms in the DNN em-
bedding system to adaptively utilize the information of inputs.
More specifically, the ACNN is introduced into the frame-level
layers where the output representations are carefully modulated
by adaptively estimating the convolution filters and biases. Such
a mechanism helps to obtain more expressive features. Further-
more, the batch normalization layer is enhanced by dynamically
generating the shifting and scaling parameters. The experimen-
tal results demonstrate that the adaptive mechanics outperform
the conventional x-vector baseline. The proposed two methods
have obvious complementarity with each other especially at the
score level.
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Abstract
In this paper, we propose two novel regularization-based
speaker adaptive training approaches for connectionist temporal
classification (CTC) based speech recognition. The first method
is center loss (CL) regularization, which is used to penalize the
distances between the embeddings of different speakers and the
only center. The second method is speaker variance loss (SVL)
regularization in which we directly minimize the speaker in-
terclass variance during model training. Both methods achieve
the purpose of training an adaptive model on the fly by adding
regularization terms to the training loss function. Our experi-
ment on the AISHELL-1 Mandarin recognition task shows that
both methods are effective at adapting the CTC model with-
out requiring any specific fine-tuning or additional complexity,
achieving character error rate improvements of up to 8.1% and
8.6% over the speaker independent (SI) model, respectively.

Index Terms: speaker adaptive training, regularization, speech
recognition, connectionist temporal classification

1. Introduction
Mismatches between training and testing conditions are a com-
mon problem in modern pattern recognition systems. It is par-
ticularly critical in perceptual sequence learning tasks such as
automatic speech recognition (ASR) and speech emotion recog-
nition (SER). For example, the performance of deep neural
network (DNN) based ASR [1, 2] systems experience mis-
matches between training and testing conditions, which are
caused by the different characteristics of acoustic variability
such as speakers, channels and environmental noises. Adap-
tation techniques to transform a model to match the testing con-
dition or augment the inputs to match a model have been inves-
tigated. In ASR, speaker adaptation (SA) techniques are used
to minimize the mismatch between the training and testing con-
ditions due to the speaker variability.

Speaker adaptation techniques for DNN based ASR can
be categorized into two broad approaches: feature space and
model space adaptation. In feature space adaptation, the tradi-
tional technique is to transform the acoustic features to a nor-
malized space and then the adapted features are used to train
the acoustic model. The maximum likelihood linear regres-
sion (MLLR) and its feature-space variant (fMLLR) [3, 4] are
two of the most widely used methods. For a deep neural net-
work (DNN) based acoustic model, another effective method is
to provide the network with auxiliary features that characterize
speaker information to perform adaptation such as the i-vector
[5, 6, 7, 8] and speaker code [9, 10]. In model space adapta-
tion, speaker dependent (SD) parameters are estimated from a
trained speaker independent (SI) model using additional adap-
tation data. The DNN Adaptation techniques can also be cate-
gorized into two broad approaches: regularized adaptation and
subspace or subset adaptation. For model adaption, a straight-

forward idea is to retrain all the SI model parameters. To avoid
overfitting, regularization approaches such as L2 regulariza-
tion using a weight decay [11], the Kullback-Leibler divergence
(KLD) [12] and adversarial multitask learning (MTL) [13] have
been proposed. There are also many approaches that have been
proposed in which small subsets of the network parameters are
adapted [14, 15, 16].Linear transformations, which augment the
SI network with certain speaker-specific linear layer(s), includ-
ing linear input network (LIN) [17, 18], linear hidden network
(LHN) [19] and linear output network (LOH) [18], were investi-
gated. Furthermore, parameterized hidden activation functions
have also been widely explored [20, 21, 22] and have achieved
good performances.

Recently, researchers began training adaptive models on the
fly instead of estimating the adaptive parameters from a well-
trained SI model [23, 24]. In such approaches, SD auxiliary net-
works are adopted to improve adaptive training and are jointly
optimized with the main network. These methods greatly sim-
plify model adaptation by using only one-pass training and not
requiring additional adaptation data.

Although the methods using SD auxiliary networks [23, 24]
make adaptive training easier, they usually add an extra burden
to the acoustic model. On the other hand, the regularization-
based adaptation techniques in [11, 12, 13] do not require ad-
ditional processing. Inspired by the work mentioned above,
we integrate the regularization approaches into adaptive train-
ing and propose two novel regularization-based speaker adap-
tive training methods. The first method is center loss (CL) [25]
regularization, where the center loss is used to penalize the dis-
tances between the embeddings of different speakers and the
only center of all speaker classes. For the second method, we
propose a novel regular loss function called the speaker vari-
ance loss (SVL). We directly minimize the speaker interclass
variance during model training by using SVL regularization.

The essential idea of both proposed methods is to adapt the
speaker variability by encouraging speaker interclass compact-
ness, which measures the degree of mismatches. Both methods
achieve the purpose of training an adaptive model on the fly by
adding regularization terms to the training loss function. More
importantly, they hardly add any complexity to the model: the
CL only increases the number of parameters of one vector while
the SVL does not increase any number of parameters. Con-
sidering that there is limited work on speaker adaptive training
for the connectionist temporal classification (CTC) [26] model,
we applied the proposed methods to CTC-based ASR in this
paper. The experiments are conducted on the public Chinese
dataset AISHELL-1 [27]. The experimental results show that,
both methods are effective at speaker adaptation without requir-
ing any specific fine-tuning or additional complexity, achieving
up to 8.1% and 8.6% character error rate improvements over the
speaker independent (SI) model, respectively.

The rest of this paper is organized as follows. Section 2



gives a brief description of the related work. We introduce the
adaptive training approaches we proposed in Section 3. Section
4 shows our experimental setup and other details, including the
experimental results. Finally, the discussion and conclusion are
presented in Section 5.

2. Relation to prior work
The center loss (CL) [25] was first proposed to learn discrimi-
native features for Face Recognition (FR) tasks. CL encourages
intraclass compactness by penalizing the distances between the
features of samples and their centers. To avoid the deeply
learned features and centers degrading to zeros, researchers
adopted the joint supervision of the softmax loss and CL to
train neural networks. Via joint supervision, the CL pulls the
features in the same class closer to their class center, and the
softmax cross-entropy loss separates the features from different
categories. It has performed remarkably on various benchmark
datasets for face recognition. Since the CL enjoys the same re-
quirement as the softmax loss and needs no complex recombi-
nation of the training samples, it can be easily extended to other
tasks. Variants of these methods have also been successfully
adopted in Speaker Recognition (SR) tasks [28, 29], automatic
speech recognition (ASR) [30] tasks and speech emotion recog-
nition (SER) [31] tasks.

Intuitively, the center loss function pulls the deep features
of the same class to their corresponding centers. The purpose
of speaker adaptive training in ASR is to normalize the speaker
variability between the training and testing conditions. In other
words, we want the deep features to contain as little speaker
information as possible. The center loss must be tailored for
the adaptive training; therefore, we use the center loss in this
work to penalize the distances between different embeddings of
speakers and the only center of all speaker classes. By mini-
mizing such a center loss, different speaker categories approach
the same center to achieve the purpose of normalizing speaker
variability.

The purpose of adaptive training is to reduce the inters-
peaker variability of speech. In addition to the proposed center
loss function, we further propose a novel loss function called
the speaker variance loss (SVL), which directly minimizes the
speaker interclass variance. Similar to the center loss, we use
the SVL as a regulation term and adopt the joint supervision
of the conventional CTC loss and the proposed SVL in model
training. In this way, speaker interclass variance can be normal-
ized as much as possible on the premise of ensuring the accurate
classification of acoustic features.

Different from previous regularization-based speaker adap-
tation approaches [11, 12, 13], our proposed methods train the
adaptive model on the fly by adding regularization terms to the
training loss function. Therefore, we do not need any additional
adaptation data to fine-tune the model parameters. This simpli-
fies adaptive training while introducing little additional model
complexity.

3. Proposed methods
An illustration of the proposed regularization-based speaker
adaptation approach is shown in figure 1. We directly add the
regular loss while training the acoustic model instead of using it
to prevent overfitting when estimating speaker dependent (SD)
parameters. The regularization encourages the speaker inter-
class compactness while the CTC loss encourages the separa-
bility of features. Consequently, the joint supervision of these

hidden layer

hidden layer

hidden layer

Softmax layer

CTC loss Regularization

/

Figure 1: Illustration of the proposed unsupervised
regularization-based speaker adaptive training approach.
The scalar λ or γ is used for balancing the CTC loss and the
regular loss.

two loss function minimizes the speaker variability while keep-
ing the features of different classes separable. More details are
discussed as follows.

3.1. Center Loss for adaptive training

Assuming that the training set contains a total of k speakers, we
define the center loss function for adaptive training as follows:

Lc =

k∑

i=1

||Si −C||22 (1)

where Si denotes the deep features of speaker i, C denotes the
center of all speaker classes.

When we minimize the center loss, different speaker cat-
egories approach the same center, which is beneficial for the
final sequence classification. As mentioned in [22], the center
should be updated as the deep features change. In other words,
we need to use the entire training set in each iteration, which is



inefficient and even impractical. Therefore, we make the neces-
sary modification. Instead of updating the center with respect to
the entire training set, we perform the update based on the mini-
batch. Under this modification, the k in eq. (1) is redefined as
the number of speaker classes within a mini-batch.

Then, the representation of speaker i, Si, can be easily cal-
culated as follows:

Si =
1∑

t 1[st = i]

∑

t

1[st = i]ht (2)

where st denotes the speaker label of the tth sample in the mini-
batch, and 1[.] is the indicator function that evaluates to 1 when
its argument holds. ht denotes the hidden activation of the sec-
ond last layer.

We adopt the joint supervision of the classification loss
and center loss in order to minimize the speaker variability as
much as possible while retaining accurate sequence classifica-
tion. The formulation is given as follows:

L=Lctc + λLc (3)

where the scalar λ is used for balancing the two loss functions.
Lctc is the CTC loss function given by the following:

Lctc = −
∑

(x,z)

ln(p(z|x)) (4)

where (x, z) are the training data pairs.

3.2. Speaker Variance Loss for adaptive training

According to the intuition behind the center loss, we propose
a novel speaker variance loss (SVL) for speaker adaptation,
which directly minimizes the speaker interclass variance. The
formula is given as follows:

Lsv = ||var(S1, ..., Si, ...Sk)||22 (5)

where var(S1, ..., Si, ...Sk) denotes the interclass variance of
the k speakers. We then take into account the modification to
update the mini-batch. The interclass variance can be calculated
as follows:

σ2
s =

1

k

∑

i

(Si − μs)
2

(6)

where μs is the mean of the k speaker classes. It is given by the
following:

μs =
1

k

∑

i

Si (7)

Then, the joint supervision of the CTC loss and SVL can be
given as follows:

L=Lctc + γLsv (8)

where γ is the balance factor.
In fact, the SVL effectively characterizes the interclass vari-

ations of speakers. Compared with the modified center loss,
the SVL targets more directly on the learning objective of the
speaker interclass compactness, which is very beneficial for re-
ducing speaker variability. More importantly, the SVL does not
introduce any learnable parameters. In this way, it may avoid
the local optimization caused by the random initialization of
parameters to a certain extent.

Note that both proposed loss functions only take the hid-
den activation and do not need a complex recombination of the
training samples. Therefore, their application for neural net-
works is more flexible. For example, the hidden activation used

to calculate the speaker representation can be taken from any
certain layer. In addition, each layer can add the regular loss
direction to achieve layer-wise speaker adaptation. These will
be discussed in detail in the experimental part.

4. Experiments
4.1. Dataset

We evaluate the proposed methods on an open-source Mandarin
speech corpus AISHELL-1 [23]. All the speech files are sam-
pled at 16K Hz with 16 bits. AISHELL-1 has 7,176 utterances
from 20 speakers for evaluation (10 hours). We use 120,098 ut-
terances from 340 speakers (150 hours) as the training set and
14,326 utterances from 40 speakers (20 hours) as the develop-
ment set. The speakers of the training, development and test
sets do not overlap.

4.2. Model setup

The PyTorch toolkit [32] is used in our model training process.
All the model parameters are randomly initialized and updated
by Adam [33]. The acoustic feature is 108-dimensional filter-
bank features (36 filter-bank features, delta coefficients, and
delta-delta coefficients) with mean and variance normalization.
According to the statistical information of the transcripts, there
are 4294 Chinese characters in the training set. Along with the
added blanks, 4295 modeling units are used in the grapheme-
based CTC system. The trigram language model is used in the
decoding procedure.

The network is trained to minimize the CTC loss function
with an initial learning rate of 0.0001. The development set is
used for learning rate scheduling and early stopping. We start
to halve the learning rate when the relative improvement falls
below 0.004, and the training ends if the relative improvement
is lower than 0.0005, which is usually approximately 13 epochs.

4.3. Network architecture

The acoustic modeling adopts a combination of CNNs and
LSTM based RNNs for good performance as well as high ef-
ficiency. For this baseline, the bottom two layers are 2D con-
volution layers with 64 and 256 output channels. Each convo-
lution layer is followed by a max-pooling layer with a stride of
2 in the time dimension to finally down sample an utterance to
a quarter of its original length. After the CNN layers, there are
three LSTM layers, each of which is a bidirectional LSTM layer
with 512 units. We also use a dropout rate of 0.3 for the LSTM
layers to avoid overfitting.

4.4. Results

We first investigate the sensitiveness of the balance factor of
the standard CL regularization and SVL regularization in which
only the last LSTM layer is adapted.

Table 1 shows the character error rate (CER) of the adap-
tive model with CL regularization and SVL regularization un-
der different hyper parameters λ and γ. As shown in the ta-
ble, at first, as the balance factor increases, the CER gradually
decreases; and then when the balance factor continues to in-
crease, the CER gradually increases. It is speculated that when
the interclass variance is excessively penalized, some features
become indistinguishable, which is not conducive to sequence
classification. Finally, with only the third layer punished, the
CL and SVL adaptive models achieve CER reductions of 5.6%
and 5.8% reduction over SI model, respectively.



Table 1: The CERs (%) of the CL and SVL adaptive models
under different balance factors.

CL SVL

λ CER(%) γ CER(%)

0 9.96 0 9.96

0.005 9.88 1 9.91

0.01 9.69 10 9.64

0.1 9.40 25 9.38
1 9.68 30 9.43

5 9.92 50 9.80

Table 2: The CERs (%) of the CL and SVL models with different
adapted LSTM layers.

Adapted LSTM layer CL SVL

SI 9.96 9.96

1 9.55 9.55

2 9.46 9.49

3 9.40 9.38

2,3 9.31 9.30

1,2,3 9.15 9.10

In the following experiments, we investigate how many and
which hidden layers should be used in adaptive training. The
combinations of different adaptation layers are investigated.
The results are summarized in Table 2. Note that each layer
corresponds to a separate center for multilayer adaptation in
the CL adaptive model. For each adaptive model, the balance
factor has been adjusted to achieve the best performance. It
can be seen that the highest layer is most important for adapta-
tion. If only one LSTM layer is adapted, the higher layer (3rd
layer) can achieve better performance than the lower layer (1st
layer). Furthermore, the CER steadily decreases as the number
of adapted layers increases. When all three LSTM layers are
used for adaptive training, the proposed CL and SVL adaptive
models achieve CER reductions of 8.1% and 8.6% over the SI
model, respectively.

5. Conclusions

In this work, we propose two novel regularization-based
speaker adaptation approaches, center loss (CL) regularization
and speaker variance loss (SVL) regularization. The idea of the
proposed methods is to reduce the speaker variability by encour-
aging speaker interclass compactness, which measures the de-
gree of mismatches. Different from previous work, both meth-
ods train an adaptive model on the fly by adding regularization
terms to the training loss function. Moreover, they hardly add
any complexity to the acoustic model: the CL only increases
the number of parameters of one vector while the SVL does
not increase any number of parameters. The experimental re-
sults show that both methods are effective at adapting the CTC
model, achieving CER improvements of up to 8.1% and 8.6%
over the SI model, respectively.

In the following work, we will investigate how to achieve
more effective speaker representation for calculating the regular
loss. Attention mechanisms and other schemes may be intro-
duced to enhance the hidden activation used to extract speaker
embeddings.
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Abstract
In our previous work, we have proposed a neural vocoder
called HiNet which recovers speech waveforms by predicting
amplitude and phase spectra hierarchically from input acoustic
features. In HiNet, the amplitude spectrum predictor (ASP)
predicts log amplitude spectra (LAS) from input acoustic
features. This paper proposes a novel knowledge-and-data-
driven ASP (KDD-ASP) to improve the conventional one. First,
acoustic features (i.e., F0 and mel-cepstra) pass through a
knowledge-driven LAS recovery module to obtain approximate
LAS (ALAS). This module is designed based on the combi-
nation of STFT and source-filter theory, in which the source
part and the filter part are designed based on input F0 and mel-
cepstra, respectively. Then, the recovered ALAS are processed
by a data-driven LAS refinement module which consists of
multiple trainable convolutional layers to get the final LAS.
Experimental results show that the HiNet vocoder using KDD-
ASP can achieve higher quality of synthetic speech than that
using conventional ASP and the WaveRNN vocoder on a text-
to-speech (TTS) task.
Index Terms: neural vocoder, log amplitude spectrum, source-
filter, TTS

1. Introduction
Nowadays, statistical parametric speech synthesis (SPSS) has
become a popular text-to-speech (TTS) approach thanks to
its flexibility and high quality. Both acoustic models which
predict acoustic features (e.g., mel-cepstra and F0) from texts
and vocoders [1] which reconstruct speech waveforms from
predicted acoustic features are essential in SPSS. Early SPSS
systems preferred to adopt conventional vocoders, such as
STRAIGHT [2] and WORLD [3] as their vocoders. These
vocoders are designed based on the source-filter model of
speech production [4] and have some limitations, such as the
loss of phase information and spectral details.

Recently, some autoregressive neural generative models
such as WaveNet [5], SampleRNN [6] and WaveRNN [7] have
been proposed and achieved good performance on generating
raw audio signals. Their variants such as knowledge-distilling-
based models (e.g., parallel WaveNet [8] and ClariNet [9]) and
flow-based models (e.g., WaveGlow [10]) were also proposed
to further improve the performance and generation efficiency.
Based on these waveform generation models, neural vocoders
have been developed [11, 12, 13, 14, 15, 16], which reconstruct
speech waveforms from various acoustic features for SPSS,
voice conversion [17, 18], bandwidth extension [19], etc.
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Although these neural vocoders outperformed the conventional
ones significantly, they still have some limitations. The
autoregressive neural vocoders have low generation efficiency
due to their point-by-point generation process. For knowledge-
distilling-based vocoders and flow-based vocoders, it is difficult
to train them due to their complicated training process and high
complexity of model structures respectively.

Subsequently, some improved neural vocoders, such as
glottal neural vocoder [20,21], LPCNet [22], and neural source-
filter (NSF) vocoder [23,24,25,26], have been further proposed.
These vocoders combine speech production mechanisms with
neural networks and have also demonstrated impressive per-
formance. In our previous work [27], we proposed a neural
vocoder named HiNet, which consists of an amplitude spectrum
predictor (ASP) and a phase spectrum predictor (PSP). HiNet
produces speech waveforms by first predicting amplitude spec-
tra from input acoustic features using ASP and then predicting
phase spectra from amplitude spectra using PSP. The outputs
of ASP and PSP are combined to recover speech waveforms
by short-time Fourier synthesis (STFS). Besides, generative
adversarial networks (GANs) [28] are also introduced into ASP
and PSP to further improve their performance. Experimental
results show that the proposed HiNet vocoder can generate
waveforms with high quality and high efficiency.

In this paper, we propose a novel knowledge-and-data-
driven ASP (KDD-ASP) to replace the conventional one in a
HiNet vocoder. The aim of KDD-ASP is to integrate speech
production and analysis knowledge into data-driven LAS pre-
diction, expecting to improve the accuracy and generalization
ability of ASP, especially when predicted acoustic features are
used as input. KDD-ASP consists of a knowledge-driven LAS
recovery module and a data-driven LAS refinement module.
The first module is designed based on the combination of STFT
and the source-filter theory of speech production, and generates
approximate LAS (ALAS) from input acoustic features (i.e., F0
and mel-cepstra). We assume that the speech signal is produced
via a source-filter process [4]. The source excitation signal and
the filter are designed according to the input F0 and mel-cepstra
respectively. Then, ALAS can be calculated by imitating the
process of STFT which includes truncation, windowing and
FFT. All operations are performed in the frequency domain.
The second module predicts the final LAS from ALAS. This
module consists of multiple trainable convolutional layers and
is trained in a data-driven way. Experimental results confirm
that the HiNet vocoder using KDD-ASP can achieve higher
quality of synthetic speech than that using conventional ASP
and the WaveRNN vocoder on a TTS task.

This paper is organized as follows. In Section 2, we briefly
review the HiNet vocoder [27]. In Section 3, we describe
the details of our proposed KDD-ASP. Section 4 reports our
experimental results. Conclusions are given in Section 5.



2. HiNet vocoder
HiNet [27] is a novel neural vocoder which recovers speech
waveforms by predicting amplitude and phase spectra hier-
archically from input acoustic features. Conventional neural
vocoders usually employ single neural networks to generate
speech waveforms directly. In contrast, the HiNet vocoder
consists of an amplitude spectrum predictor (ASP) and a phase
spectrum predictor (PSP). ASP uses acoustic features as input
and predicts frame-level log amplitude spectra (LAS). Then
PSP uses the predicted LAS and F0 as input and recovers
the phase spectra. Finally, the outputs of ASP and PSP are
combined to recover speech waveforms by short-time Fourier
synthesis (STFS).

In our implement, ASP is a simple non-autoregressive DNN
containing multiple feed-forward (FF) layers. It concatenates
the acoustic features at current and previous frames as input
to predict the LAS at current frame. At the training stage,
the target LAS are extracted from natural waveforms by
STFT. A GAN criterion is adopted to build ASP. The DNN
model is used as the generator of GAN and its discriminator
consists of multiple convolutional layers which operate along
the frequency axis of the input LAS. A Wasserstein GAN [29]
loss is combined with the mean square error (MSE) between the
predicted LAS and natural ones to train the generator.

PSP is constructed by concatenating a neural waveform
generator with a phase spectrum extractor. The neural wave-
form generator is built by adapting the NSF vocoder [23] from
three aspects, 1) using LAS as the input, 2) pre-calculating the
initial phase of the sine-based excitation signal for each voiced
segment at the training stage and 3) adopting a combined loss
function including MSE on amplitude spectra, waveform loss
and correlation loss. GAN is also introduced into PSP. Here,
the neural waveform generator of PSP is used as the generator
of GAN and its discriminator is similar with that of ASP except
that its input features are waveforms instead of LAS.

3. Knowledge-and-Data-Driven ASP
This paper proposes a novel knowledge-and-data-driven ASP
(KDD-ASP) to replace the conventional one in a HiNet
vocoder. The KDD-ASP is constructed by concatenating an
LAS recovery module which refers to the knowledge of source-
filtering speech production with an LAS refinement module
which is trained using a corpus in a data-driven way as shown
in Fig. 1.

3.1. Knowledge-driven LAS recovery module

The equation for extracting LAS directly from a signal s by
STFT can be written as follows,

LASn = log |F(sn �w)|, (1)

where sn = [sn,1, . . . , sn,L]
> and LASn =

[LASn,1 . . . , LASn,K ]> are the framed signal of s and the
LAS at the n-th frame respectively, and w = [w1, . . . , wL]

>

denotes the Hanning window for short-time analysis. L is
the frame number. K = FN

2
+ 1 represents the number of

frequency bins and FN is the FFT point number. � and F
represent element-wise product and FFT, respectively.

Inspired by this process, the knowledge-driven LAS recov-
ery module constructs approximate LAS (ALAS) from F0 and
mel-cepstra based on the frequency-domain representation of
Eq. (1). We assume that the speech signal at the n-th frame
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Figure 1: Model structure of KDD-ASP. Here, ×, ∗ and log
denote element-wise product, convolutional and log operation
respectively, FF and Conv represent feed-forward and convolu-
tional layers respectively and ReLu means rectified linear units.

sn is obtained by the convolution between a source excitation
signal en and a filter impulse response vn. In frequency
domain, this process can be represented as

Sn = En � Vn, (2)

where Sn = [Sn,1, . . . , Sn,K ]>, En = [En,1, . . . , En,K ]>

and Vn = [Vn,1, . . . , Vn,K ]> are the Fourier transform of sn,
en and vn respectively.

Let fn denote the F0 value of the n-th frame when it is
voiced and fn = 0 when the frame is unvoiced. For voiced
frames (fn > 0), En is produced as a pulse train with equal
frequency intervalK0 = Round( fn

Fs
·FN), which corresponds

to constructing all the harmonics below the Nyquist frequency,
where Fs is the sampling rate. For unvoiced frames (fn = 0),
we set En ≡ 1, meaning that the excitation signal is a Gaussian
white noise. The equation for producing En based on F0 values
can be written as

En,k =

{
1, fn > 0, k = i ·K0

0, fn > 0, k 6= i ·K0 or fn = 0
, (3)

where i = 1, 2, . . . , d K
K0
e.

Vn is calculated by transforming mel-cepstra to amplitude
spectra [30]. The mel-cepstral coefficients at the n-th frame
(with energy as the first order) are first padded with zeros to for-
m a K-dimensional vector mn = [mn,1, . . . ,mn,K ]>. Then,
the cepstral coefficients cn,k, k = 1, . . . ,K are calculated by
the following iterative formulas

cn,k(i)=

 mn,i−α·cn,1(i+1), k=1
(1−α2)·cn,1(i+1)−α·cn,2(i+1), k=2
cn,k−1(i+1)−α·[cn,k(i+1)−cn,k−1(i)], k>2

,

(4)

where i iterates fromK to 1 with the initial value cn,k(K+1) =
0, k = 1, . . . ,K. α is the mel-frequency warping coefficient,
which is 0.42 for Fs = 16000. After the iteration, we can
obtain the cepstra vector cn = [cn,1(1), . . . , cn,K(1)]>, which
is further transformed to the amplitude spectra Vn by

Vn = exp[F(cn)]. (5)

Finally, ALAS can be calculated as

ALASn = log |Sn ∗W |, (6)

where ALASn = [ALASn,1 . . . , ALASn,K ]> is the n-
th frame ALAS and W = [W1, . . . ,WK ]> is the Fourier
transform of the analysis window w. The operation ∗ represents
convolution. It is worth mentioning that the elements in the
vectors of Sn and W should be rearranged by complementing
their mirror-symmetric parts and shifting the zero-frequency
component to the center before convolution.



Figure 2: The visualization of log(En), log(Vn), log(Sn), ALASn and LASn for an example utterance. Here, the input F0 and
mel-cepstra are natural ones.

3.2. Data-driven LAS refinement module

The data-driven LAS refinement module converts ALAS to
final LAS by a trainable neural network. In our implement,
this module adopts the ASP model in Section 2 but has two
structural improvements. First, convolutional layers are used
instead of FF layers in the generator and the input is the ALAS
at current frame instead of the concatenated ones as shown in
Fig. 1. Second, another discriminator which operates along
with the time axis of the input LAS is added1.

4. Experiments
4.1. Experimental conditions

A Chinese speech synthesis corpus with 13334 utterances (∼20
hours) was used in our experiments. The speaker was a
female and the waveforms had 16 kHz sampling rate with
16 bits resolution. The training, validation and test sets
contained 13134, 100 and 100 utterances, respectively. The
natural acoustic features were extracted with a frame length and
shift of 25 ms and 5 ms respectively. The acoustic features
at each frame were 43-dimensional including 40-dimensional
mel-cepstra, an energy, an F0 and a V/UV flag. For SPSS, a
bidirectional LSTM-RNN acoustic model [31] having 2 hidden
layers with 1024 units per layer (512 forward units and 512
backward units) was trained as the acoustic model, which
predicted acoustic features from 566-dimensional linguistic
features. The output of the acoustic model was 127-dimensional
including 43-dimensional acoustic features together with their
delta and acceleration counterparts (the V/UV flag had no dy-
namic components). Then, the predicted acoustic features were
generated from the output by maximum likelihood parameter
generation (MLPG) [32] considering global variance (GV) [33].
Since this paper focuses on vocoders, natural durations obtained
by HMM-based forced alignment were used at synthesis time.

Three vocoders were compared in our experiments2. The
descriptions of these vocoders are as follows.

1) WaveRNN A 16-bit WaveRNN-based neural vocoder
using acoustic features as input. This vocoder was implemented
by ourselves and the efficiency optimization strategies [7] were
not adopted here. Its structure was the same as WaveRNN in
our previous work [27] which performed better than the 16-
bit WaveNet vocoder using open source implementation3. The
waveform samples were quantized to discrete values by 16-bit
linear quantization and the model had one hidden layer with
1024 nodes where 512 nodes for coarse outputs and another

1Discriminators are not shown in Fig. 1 for simplification.
2Examples of generated speech can be found at http://home.

ustc.edu.cn/˜ay8067/Interspeech2020/demo.html.
3https://github.com/r9y9/wavenet_vocoder.

512 nodes for fine outputs. Models were trained and evaluated
on a single Nvidia 1080Ti GPU using TensorFlow [34].

2) HiNet A HiNet vocoder using conventional ASP. The
structure of ASP is the same with that of the data-driven LAS
refinement module introduced in Section 3.2. When extracting
natural LAS, the frame length and frame shift of STFT were
20ms (i.e., L = 320) and 5ms respectively and FFT point
number was 512 (i.e., K = 257). There were 3 convolutional
layers with 2048 nodes per layer (filter width=7), and a 257-
dimensional linear output layer which predicted the LAS. For
each training step, ASP used 128 frames of acoustic features as
input and outputted corresponding 128 frames of LAS. GANs
were also used in ASP. Discriminator #1 operated along with
the frequency axis and consisted of 6 convolutional layers
(filter width=9, stride size=2) and their channels were 16,
32, 64, 128 and 256 respectively. The resulting dimensions
per layer, being it frequency bins × channels, were 257×1,
129×16, 65×32, 33×64, 17×128 and 9×256. Finally, two
FF layers with 256 and 9 nodes respectively were used to
map the 9×256 convolutional results into a value for loss
calculation. Discriminator #2 operated along with the time
axis and consisted of 4 convolutional layers (filter width=9,
stride size=2) and their channels were 64, 128, 256 and 512
respectively. The resulting dimensions per layer, being it
frequency bins × channels, were 128×257, 64×64, 32×128,
16×256 and 8×512. Finally, two FF layers with 512 and 8
nodes respectively were used to map the 8×512 convolutional
results into a value for loss calculation. Remaining settings of
ASP and all the settings of PSP are the same as the HiNet-S-
GAN vocoder in our previous work [27]. ASP and PSP models
were both trained and evaluated on a single Nvidia 1080Ti GPU
using TensorFlow framework [34].

3) HiNet-KDD A HiNet vocoder using the KDD-ASP
proposed in this paper. For KDD-ASP, the knowledge-driven
LAS generation module adopted the same settings with that of
extracting natural LAS (i.e., L = 320 and K = 257) and
the settings of the data-driven LAS refinement module were
the same as the ASP of HiNet. The settings of PSP and the
implementation conditions were all the same as that of HiNet.
Fig. 2 shows the visualization of En, Vn, Sn, ALASn and
LASn for all frames in an example utterance. We can see
that the recovered ALAS is close to the reference LAS with
analogous harmonic and formant structures, meaning that the
input and output of the data-driven LAS refinement module
are similar, expecting to facilitate the model learning and to
improve the performance of predicting amplitude spectra.

4.2. Objective evaluation

We first compared the performance of these three vocoders
using objective evaluations. Five objective metrics used in our

http://home.ustc.edu.cn/~ay8067/Interspeech2020/demo.html
http://home.ustc.edu.cn/~ay8067/Interspeech2020/demo.html
https://github.com/r9y9/wavenet_vocoder


Table 1: Objective evaluation results of WaveRNN, HiNet and
HiNet-KDD on the test set. “AS” stands for analysis-synthesis
task and “TTS” stands for TTS task.

WaveRNN HiNet HiNet-KDD

AS

SNR(dB) 4.6631 5.2587 5.0152
LAS-RMSE(dB) 4.9623 4.2602 4.5659

MCD-V(dB) 1.0702 0.7686 0.8583
F0-RMSE(cent) 13.2365 9.3345 9.0960
V/UV error(%) 4.2515 2.0116 2.0041

TTS
MCD-V(dB) 1.0702 1.0939 0.9488

F0-RMSE(cent) 12.4645 7.0877 6.4970
V/UV error(%) 3.5247 1.7983 2.0194

Figure 3: The spectrograms of natural speech and the speech
generated by WaveRNN, HiNet and HiNet-KDD on TTS task
for an example sentence in the test set.

previous work [27] were adopted here, including signal-to-noise
ratio (SNR), root MSE (RMSE) of LAS (denoted by LAS-
RMSE), mel-cepstrum distortion for voiced frames (denoted
by MCD-V), MSE of F0 (denoted by F0-RMSE) and V/UV
error. For the analysis-synthesis (AS) task, the references
are natural waveforms or the acoustic features extracted from
natural waveforms. For the TTS task, the references are the mel-
cepstra and F0 predicted by the acoustic model and only MCD-
V, F0-RMSE and V/UV error were adopted since the calculation
of SNR and LAS-RMSE relied on natural speech waveforms.

The objective results on the test set are listed in Table 1.
It is obvious that both HiNet and HiNet-KDD outperformed
WaveRNN on most metrics for both AS and TTS tasks. By
comparing HiNet and HiNet-KDD, we can find that HiNet-
KDD performed better on F0-RMSE than HiNet for both AS
and TTS tasks, which indicated that HiNet-KDD is better at
restoring harmonics for voiced frames. Considering the SNR,
LAS-RMSE and MCD-V for AS task, HiNet-KDD was not as
good as HiNet. However, for TTS task, HiNet-KDD achieved
better MCD-V than HiNet. This advantage can be attributed to
that using ALAS as the input to train the ASP model improves
its generalization ability when dealing with unseen acoustic
features. We also draw the spectrograms extracted from natural
waveforms and from the waveforms generated by these three
vocoders on TTS task in Fig. 3. We can see that HiNet-
KDD can restore more clear harmonics (e.g., 0.7∼1.0s and
1.7∼2.0s) especially in the high-frequency band than the other
two vocoders.

Table 2: Average preference scores (%) on naturalness among
different vocoders, where N/P stands for “no preference” and
p denotes the p-value of a t-test between two vocoders. “AS”
stands for analysis-synthesis task and “TTS” stands for TTS
task.

WaveRNN HiNet HiNet-KDD N/P p

AS 2.73 72.73 – 24.54 < 0.01
– 21.36 15.45 63.19 0.15

TTS
16.82 57.27 – 25.91 < 0.01
10.91 – 66.82 22.27 < 0.01

– 14.55 53.64 31.81 < 0.01

4.3. Subjective evaluation

Five groups of ABX preference tests were conducted to com-
pare the subjective performance of different vocoders. In each
subjective test, 20 utterances generated by two comparative
vocoders were randomly selected from the test set. Each pair of
generated speech were evaluated in random order. 11 Chinese
native speakers were asked to judge which utterance in each pair
had better naturalness or there was no preference. The p-value
of a t-test was also calculated to measure the significance of the
difference between two comparative vocoders.

The subjective results are shown in Table 2. We can see
that HiNet outperformed WaveRNN very significantly (p <
0.01) on both AS and TTS tasks. However, the preference
difference between these two vocoders became weaker on TTS
task than on AS task. Comparing HiNet with HiNet-KDD,
we can see that there was no significant difference (p >
0.05) between these two vocoders on AS task but HiNet-KDD
outperformed HiNet significantly (p < 0.01) on TTS task. We
also conducted a group of ABX test between WaveRNN and
HiNet-KDD for TTS task and HiNet-KDD also outperformed
HiNet significantly (p < 0.01). Besides, the preference score
difference between HiNet-KDD and WaveRNN was larger
than that between HiNet and WaveRNN. These results all
indicated that using KDD-ASP in HiNet vocoder was helpful
for improving the quality of reconstructed speech waveforms
when the input acoustic features were predicted for TTS.

5. Conclusion

In this paper, we have proposed a novel knowledge-and-data-
driven amplitude spectrum predictor (KDD-ASP) to replace the
conventional one in HiNet, a hierarchical neural vocoder. KDD-
ASP consists of a knowledge-driven LAS recovery module and
a data-driven LAS refinement module. The first module is
designed based on the combination of STFT and source-filter
theories in order to convert F0 and mel-cepstra into approximate
log amplitude spectra (ALAS). The input F0 values are used
to produce the source signal and the filter part is calculated
from mel-cepstra. The second module is a convolutional
neural network which adopts GANs and predicts the final
LAS from input ALAS. Experimental results show that the
HiNet vocoder using KDD-ASP can achieve higher quality of
synthetic speech than the HiNet vocoder using conventional
ASP and the WaveRNN vocoder on a TTS task. To explore
other knowledge-driven methods for ASP and further improve
the performance of phase spectrum prediction will be the tasks
of our future research.
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Abstract
This paper presents a reverberation module for source-filter-
based neural vocoders that improves the performance of rever-
berant effect modeling. This module uses the output waveform
of neural vocoders as an input and produces a reverberant
waveform by convolving the input with a room impulse
response (RIR). We propose two approaches to parameterizing
and estimating the RIR. The first approach assumes a global
time-invariant (GTI) RIR and directly learns the values of the
RIR on a training dataset. The second approach assumes
an utterance-level time-variant (UTV) RIR, which is invariant
within one utterance but varies across utterances, and uses
another neural network to predict the RIR values. We add
the proposed reverberation module to the phase spectrum
predictor (PSP) of a HiNet vocoder and jointly train the model.
Experimental results demonstrate that the proposed module was
helpful for modeling the reverberation effect and improving
the perceived quality of generated reverberant speech. The
UTV-RIR was shown to be more robust than the GTI-RIR to
unknown reverberation conditions and achieved a perceptually
better reverberation effect.
Index Terms: reverberation, room impulse response, source-
filter-based model, neural vocoder

1. Introduction
Recently several neural autoregressive models such as WaveNet
[1], SampleRNN [2], and WaveRNN [3], have been proposed
for raw audio generation. Their variants, such as knowledge-
distilling-based models (e.g., parallel WaveNet [4] and ClariNet
[5]) and flow-based models (e.g., WaveGlow [6]), were then
proposed to further improve the performance and efficiency.
These models can be used as neural vocoders [7, 8, 9, 10,
11, 12] wherein speech waveforms can be reconstructed from
acoustic features for various tasks [13, 14, 15]. It was confirmed
that these neural vocoders outperform vocoders using classical
signal processing techniques. However, some limitations still
exist — either a low generation speed, tricky training process,
or complicated model structure.

Motivated by the limitations, new types of neural vocoders,
such as the glottal neural vocoder [16, 17] and LPCNet [18],
have been further proposed by combining speech production
mechanisms with neural networks, and their performance is
impressive. However, all of the above models operate under the
autoregressive assumption and are slow in either waveform gen-
eration or training. Previously, we proposed non-autoregressive
neural source-filter (NSF) [19] and HiNet vocoders [20, 21].
The NSF vocoder uses dilated convolutions to transform a
sine-based source signal into an output waveform, following
the idea of the source-filter speech production model [22].The
HiNet vocoder is composed of an amplitude spectrum predictor
(ASP) and a phase spectrum predictor (PSP), where the PSP
is built by using the NSF vocoder for better phase recovery.

The outputs of the ASP and PSP are combined to recover
speech waveforms via short-time Fourier synthesis (STFS).
Experimental results show that the NSF and HiNet vocoders can
generate waveforms with high quality and high efficiency for
speech [20, 21] and musical instrument sounds [23] recorded in
acoustically isolated studios.

However, unlike the ideal data for speech or music synthe-
sis, audio signals captured for real-life applications typically
contain room reverberation. The reverberation poses a chal-
lenge to non-autoregressive neural vocoders, and the quality
of synthesized speech usually degrades. Recently, Engel et
al. tried to introduce a reverberation module with a trainable
room impulse response (RIR) into a sinusoidal vocoder [24].
Their model successfully learned room reverberation effects
on a solo violin dataset under a signal reverberation condition.
However, learning the reverberation effects in multiple acoustic
environments and applying the model for unseen acoustic
environments have not yet been investigated, and neither has
the model been evaluated on a reverberant speech dataset.

As an initial step towards robust reverberation modeling
for speech data, this paper proposes a trainable reverberation
module for neural vocoders. This module uses the output
waveform of neural vocoders as an input and outputs a
reverberant waveform by convolving the input with a RIR. We
design two types of neural RIR estimators. One estimates
the global time-invariant (GTI) RIR, which is invariant among
a whole dataset and is regarded as a trainable variable of a
model. This is similar to [24]. The other infers an utterance-
level time-variant (UTV) RIR, which is invariant inside one
utterance but varies among different utterances. The UTV-
RIRs are predicted by an additional trainable neural network
that uses the same conditional features as neural vocoders. We
add the proposed reverberation module to the PSP of the HiNet
vocoder, and experiments are conducted on a multi-speaker
reverberant speech database with various types of reverberation
conditions, including unseen ones. Furthermore, a multi-task
training strategy that uses both reverberant and corresponding
dry waveforms is also investigated.

This paper is organized as follows: In Section 2, we
briefly review the NSF and HiNet vocoders. In Section 3, we
give details on our proposed reverberation module and neural
RIR estimators. Section 4 reports our experimental results.
Conclusions are given in Section 5.

2. Brief view of NSF and HiNet vocoders
The NSF models [19] generate speech waveforms from input
acoustic features through time-domain non-linear transforma-
tions. They include three modules: a conditional module
that upsamples input acoustic features such as F0 and mel-
spectrogram, a source module that outputs a sine-based source
signal given the F0, and a dilated-convolution-based filter mod-
ule that transforms the source signal into an output waveform.



The NSF models are suitable for applications where the users
want to precisely control the F0 of the output waveform.

HiNet [20] is a neural vocoder that produces speech
waveforms from input acoustic features by predicting amplitude
and phase spectra hierarchically. The HiNet vocoder consists
of two predictors, an ASP and a PSP. The ASP uses acoustic
features as input and predicts frame-level log amplitude spectra
(LAS). Then, the F0 and LAS predicted by the ASP are sent
into the PSP for phase spectra prediction. Finally, the predicted
amplitude and phase spectra are combined to reconstruct speech
waveforms by STFS.

In our latest work [21], the ASP consisted of multiple
convolutional layers for converting acoustic features into the
LAS. Generative adversarial networks (GANs) were also newly
introduced into the ASP; the ASP was used as a generator, and
two discriminators were adopted. Both discriminators consisted
of multiple convolutional layers, which operate convolution
along with either the frequency or time axis of the input LAS,
respectively. The training of the ASP is based on a Wasserstein
GAN [25] loss together with the mean square error (MSE)
between the predicted LAS and natural ones.

The PSP conducts two steps: neural waveform generation
and phase spectrum extraction. The neural waveform generator
was based on a customized NSF vocoder [19] with three
modifications for better phase recovery: 1) the use of LAS as
input, 2) pre-calculation of the initial phase of the sine-based
excitation signal for each voiced segment at the training stage,
and 3) the use of a combined loss function including MSE on
amplitude spectra, waveform loss, and correlation loss.

3. Proposed methods
When a speech waveform signal d = [d1, . . . , dT ]

> of length
T is produced in a closed room, it propagates to an observation
point through a direct path, reflects off walls and surrounding
objects and becomes a reverberant signal. By assuming that
the RIR of a room can be approximated by the finite impulse
response sequence h = [h1, . . . , hL]

> [26, 27], where h1 =
1 denotes the direct path, the received reverberant signal r =
[r1, . . . , rT ]

> can be written as

r = d ∗ h. (1)

On the basis of this principle, we propose a reverberation
module for the HiNet vocoder. This module accepts the output
waveform of the PSP in the HiNet vocoder as input, which
is illustrated in Fig. 1.1 Although we can directly compute
Eq. (1) through convolution in the time domain, in order to
reduce the computational cost, we implement the convolution
in the frequency domain as

r = F−1[F(d)�F(h)], (2)

where F , F−1, and � represent the FFT, inverse FFT, and
element-wise product, respectively.

There are two ways to parameterize and estimate the value
of the RIR h2:
• Global time-invariant (GTI) RIR: inspired by DDSP [24],

the RIR h is assumed to be time-invariant and shared for all
speech data, and the values of its coefficients {h1, . . . , hL}
are learned from the training data. Note that, because h1 =
1, only L− 1 elements in h need to be learned.

1We also tried to add a reverberation module based on a causal
convolution network for the ASP, but it was not effective.

2We also tried to parameterize the RIR as an exponentially decaying
function with a trainable decay rate, but the learned RIR was intractable.
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Figure 1: Flowchart of PSP with reverberation module.
Here FF, CONV, and GRU-RNN represent feed-forward, con-
volutional, and unidirectional GRU-based recurrent layers,
respectively, and × and E denote element-wise product and
temporal averaging operation, respectively.

• Utterance-level time-variant (UTV) RIR: the RIR h is
assumed to be invariant for one utterance, but different
utterances acquire different h. The value of h is predicted
from the input LAS by a small conditional network that
consists of trainable recurrent layers, convolutional layers,
feed-forward layers, and a temporal average pooling layer
as shown in Fig. 1. The temporal average pooling layer
averages the hidden features of all of the frames and gives
a single vector as the predicted h.

The GTI-RIR is expected to be suitable for scenarios where we
want to learn the RIR of one time-invariant acoustic environ-
ment, while the UTV-RIR is suitable for more general cases
where the speech data is recorded in several different acoustic
environments. During training, the reverberation module and
the PSP are jointly optimized by a loss function consisting of
multi-resolution spectral distortions [19] between the output of
the reverberation module and the natural reverberant waveform.

For cases where the dry waveforms of the reverberant data
are also available (e.g., when reverberation data are generated
from clean data through simulation or replaying), we further
investigate a multi-task training strategy that uses not only
reverberant data but also dry waveforms. As the gray region
in Fig. 1 shows, the loss function of the secondary task is a
combination of MSE on LAS, waveform loss, and correlation
loss [20] between a generated dry waveform and the natural
dry waveform. The whole loss function is the sum of the loss
functions of the main and secondary tasks.

4. Experiments
4.1. Data and feature configuration
A multi-speaker reverberant speech database3 [28] was used in
our experiments. From the database, we used a reverberant
subset of 28 speakers that contained 11,572 utterances and
18 reverberation types (9 rooms × 2 microphones positions).
We randomly divided this subset into a training set (11,012
utterances) and validation set (560 utterances). Regarding the
test set, there were three scenarios below in our experiments:
T1 Two unseen speakers’ reverberant data with 6 unseen

reverberation types (3 rooms × 2 microphone positions),
824 utterances in total;

T2 Two unseen speakers’ reverberant data with the same 18
reverberation types as in the training set, 832 utterances in
total;

T3 Dry speech version of T1.

3https://doi.org/10.7488/ds/1425

https://doi.org/10.7488/ds/1425


The original 48-kHz waveforms were down sampled to 24-
kHz for the experiments. The acoustic features included the
80-dimensional mel-spectrogram, F0 extracted using YAPPT
[29], and a voiced/unvoiced flag. The LAS used by HiNet was
computed using 2048 FFT points. All features were extracted
with a frame shift and length of 12 and 50 ms, respectively.

4.2. Experimental models
We compared the following variants in the experiments4:
N-BL: The harmonic-plus-noise NSF model [30] was included
as a reference model without the reverberation module. The
number of model parameters was around 1.2× 106.
H-BL: Baseline HiNet vocoder without the proposed reverber-
ation module. We used the baseline ASP configuration in our
previous work [21] and added two convolution layers having
512 and 1024 channels, respectively, to the discriminator that
operated along with the frequency axis. This was motivated
by the increased number of FFT points of the LAS. We adopted
the same PSP used as the baseline in our previous work [21], but
GANs were not used here. The loss function was a combination
of MSE on LAS, waveform loss, and correlation loss. Note that
the NSF module in the PSP is slightly different from N-BL (see
details in [20]). The number of model parameters was around
6.2× 107 for the ASP and 7.2× 106 for the PSP.
H-GTI: HiNet with the GTI-RIR-based reverberation module
integrated into PSP. The RIR length was 6,000. The model
configuration and size were the same as H-BL except for the
increased 5,999 trainable parameters for GIT-RIR.
H-UTV: HiNet with the UTV-RIR-based reverberation module
integrated into the PSP. The RIR length was 6,000. The
trainable neural network that converts LAS to RIR consisted
of a unidirectional GRU layer with 1,024 nodes, a convolution
layer with 1,024 nodes and a kernel-size of 11, and a feed-
forward linear layer with 5,999 output nodes. Other settings
were the same as those of H-BL. The number of model
parameters for the PSP was increased by 2.4× 107 compared
with H-BL. Since the UTV-RIR is non-autoregressive, the
increased model size did not cause an obvious degradation of
generation efficiency.
H-UTV-MT: same as H-UTV but with the secondary task using
dry waveforms during training.

4.3. Main experiments
Our main experiments focused on the reverberation effect and
speech quality. We compared N-BL, H-BL, H-GTI, and H-
UTV under testing scenarios T1 and T2 using both objective
and subjective evaluations.

4.3.1. Objective evaluation – T60 comparisons –
T60 estimation errors [31] were used as the objective metric
to evaluate the reverberation effects. T60 is also called the
reverberation time, and it is defined as the time it takes for
sound to decay by 60 dB after the source has been switched off.
We used an open source toolkit [32] to blindly estimate T60
from the reverberant speech. The T60 estimation errors were
calculated as the difference between the estimated T60 and the
ground-truth T60 (T60n) reported in the database paper [28].

We calculated the T60 estimation errors for the output
waveforms from all of the experimental models. For reference,

4Examples of generated speech can be found at http://home.
ustc.edu.cn/˜ay8067/reverb/demo.html. Scripts and
toolkits for the NSF model can be found at https://github.com/
nii-yamagishilab/project-CURRENNT-scripts

Figure 2: Box plots of T60 estimation errors for utterances with
T60n = 0.362s under test scenario T1.

we also calculated the errors for the natural reverberant
waveform and the output waveform from the PSP in the HiNet
models (denoted by P-*). Figure 2 shows box plots of T60
estimation errors for utterances with T60n = 0.362s under test
scenario T1. Note that the T60 estimated errors for natural
reverberant speech were non-zero because blind estimation of
T60 is not error-free.

Figure 2 demonstrates that both P-GTI and P-UTV had
smaller errors than P-BL, which indicates the usefulness of
the proposed reverberation module in the PSP component of
HiNet. Furthermore, P-UTV had a smaller error than P-
GTI, suggesting that UTV-RIR is more effective than GTI-RIR
in modeling unseen reverberation types. By comparing P-*
with H-*, we see that H-* had smaller errors than P-*. This
suggests that the ASP is able to produce the reverberation effect
by a moderate amount even though the ASP has no explicit
reverberation module. The performance differences among H-*
vocoders are small. Additionally we can observe that N-BL had
smaller errors than P-BL while H-BL had marginally smaller
errors than N-BL.

4.3.2. Subjective evaluation

We conducted two types of listening tests on the crowdsourcing
platform Amazon Mechanical Turk5 with anti-cheating consid-
erations [33] to evaluate the reverberation effect and speech
quality, respectively. In each test, 20 test-set utterances were
generated for each test scenario by each experimental model,
and these utterances were evaluated by about 40 English native
listeners.

Reverberation effect: The first test was a similarity test on the
reverberation effect. Listeners were asked to first listen to the
natural dry and reverberant audio tracks. They were then asked
to listen to a few test audio tracks and assign a score from 1 to
9 to each, where a higher score denoted a reverberation effect
more similar to that in the natural reverberant audio tracks.
The audio tracks generated from the PSP in the HiNet models
were directly used for the listening test, and they are denoted
as P-*. Furthermore, to investigate the impact of the proposed
reverberation module, the listening test used the audio tracks
generated from the PSP after the trained reverberation module
was removed, and they are denoted as P-*(dry).

The results for test scenarios T1 (unseen reverberant type)
and T2 (seen reverberant type) are plotted in Figure 3. As
expected, the similarity scores of P-GTI and P-UTV had higher
means and medians than those of P-BL in both T1 and T2. This
means that the proposed module generated reverberation that
was perceptually more similar to the natural reverberant speech.
Furthermore, P-UTV outperformed P-GTI in T1. These
results were consistent with the results for the T60 estimation
errors in Section 4.3.1. For T2, however, P-UTV did not

5https://www.mturk.com.
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Figure 3: Box plot of reverberant effect similarity scores for all
test scenarios. Here, black diamonds and red lines represent
mean and median.

outperform P-GTI, which indicates that P-UTV may be more
suitable for unknown reverberation conditions. Unfortunately,
the similarity scores of P-*(dry) remained similar to P-BL. It
seems that the evaluated models did not have de-reverberation
ability, i.e., they could not generate perfect dry waveforms
giving reverberant acoustic features. One possible reason may
be that the reverberation module was jointly trained with the
rest of the network. This point is further investigated together
with multi-task learning in the next section.
Quality: The second test was a MUSHRA (MUltiple Stimuli
with Hidden Reference and Anchor) test [34] done to compare
the quality of the generated waveforms. The average MUSHRA
scores and their 95% confidence intervals are shown in Figure
4. The reference audio tracks in the MUSHRA test for T1 and
T2 were the natural reverberant waveforms.

As Figure 4 shows, H-GTI and H-UTV had higher
MUSHRA scores than H-BL for both T1 and T2, suggesting
that the reverberation module in the PSP was helpful for
improving the quality of synthetic speech for HiNet. The
MUSHRA scores for T2 were higher than those for T1, which
is reasonable since unseen reverberation conditions are more
challenging to model. We can also see that the difference
between H-GTI and H-UTV was not significant. Utterance-
dependent RIR estimation seems to be important for modeling
multiple reverberation types as the T60 comparison and the
similarity test suggest, but it does not improve the perceived
quality of generated waveforms. Finally, H-BL outperformed
N-BL, and this indicates that the reverberant speech generated
from the HiNet vocoder sounded better than that from the NSF
vocoder with the current configurations.

4.4. Additional analysis
Finally, we analyzed two additional configurations.
Multi-task training using dry waveforms: Models using the
multi-task training are denoted as *-UTV-MT. By comparing
P-UTV-MT with P-UTV in Figure 2, we see that using the
multi-task training did not reduce the T60 estimation error.
However, as the similarity test results in Figure 3 show, P-UTV-
MT had a higher mean and median than P-UTV. Furthermore,
the median of P-UTV-MT(dry) was 4.0, while that of P-

Figure 4: Average MUSHRA scores with 95% confidence
interval for all test scenarios.

UTV-MT was 6.0 for T1 and T2, and the differences were
larger than those between P-UTV and P-UTV(dry). These
results suggest that multi-task training using dry waveforms as
additional supervision makes the functional role of the proposed
reverberation module more explicit. Regarding the quality,
there was no obvious difference between between H-UTV-MT
and H-UTV as shown in Figure 4.
Use of dry acoustic features (T3): If the proposed framework
is well generalized, it should be able to generate dry speech with
high quality when we input dry acoustic features. This was the
purpose of T3. The results in Figure 3 show that the medians
or the mean similarity scores of P-GTI(dry), P-UTV(dry), and
P-UTV-MT(dry) were lower than those of the corresponding
models in T1 and T2. In other words, these models generated
waveforms that were perceptually closer to the natural dry
waveforms when using dry input acoustic features. These
results are encouraging. However, the generated waveforms
were not sufficiently close to the natural dry waveforms, so
there is still room for improvement. The results of the quality
comparisons are shown in Figure 4. The reference tracks
used for the MUSHRA test were natural waveforms without
reverberation. From the MUSHRA listening test, we can see
that the quality scores for T3 were similar to those of T1 for
unseen conditions.

5. Conclusion
In this paper, we proposed a neural reverberation module and
integrated it into non-autoregressive source-filter-based neural
vocoders. The reverberation module uses RIRs for convolving
waveforms generated by the vocoders as the standard signal
processing method does, but the RIRs are estimated jointly
with other parameters of the neural vocoder or predicted by
another trainable network. The former approach, called GIT-
RIR, uses a globally invariant vector and is directly trained
on a reverberant dataset. The latter approach, called UTV-
RIR, uses another network to estimate a different RIR for
each utterance. We conducted experiments by adding the
proposed reverberation module to the PSP of the HiNet vocoder.
Objective and subjective evaluation results indicated that the
proposed reverberation module is helpful for modeling the
reverberation effect and improving the quality of reverberant
speech generated by the HiNet vocoder. We also confirmed
that the UTV-RIR was better than the GTI-RIR when modeling
multiple unseen reverberation types. For future work, we plan
to apply the reverberation module to other neural vocoders.
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Abstract
Mean teacher based methods are increasingly achieving state-
of-the-art performance for large-scale weakly labeled and un-
labeled sound event detection (SED) tasks in recent DCASE
challenges. By penalizing inconsistent predictions under dif-
ferent perturbations, mean teacher methods can exploit large-
scale unlabeled data in a self-ensembling manner. In this paper,
an effective perturbation based semi-supervised learning (SSL)
method is proposed based on the mean teacher method. Specif-
ically, a new independent component (IC) module is proposed
to introduce perturbations for different convolutional layers, de-
signed as a combination of batch normalization and dropblock
operations. The proposed IC module can reduce correlation
between neurons to improve performance. A global statistics
pooling based attention module is further proposed to explic-
itly model inter-dependencies between the time-frequency do-
main and channels, using statistics information (e.g. mean, stan-
dard deviation, max) along different dimensions. This can pro-
vide an effective attention mechanism to adaptively re-calibrate
the output feature map. Experimental results on Task 4 of the
DCASE2018 challenge demonstrate the superiority of the pro-
posed method, achieving about 39.8% F1-score, outperforming
the previous winning system’s 32.4% by a significant margin.
Index Terms: sound event detection, semi-supervised learning,
independent component analysis, statistics pooling

1. Introduction
Sound event detection (SED) is the task of determining when
and where target event categories occur in continuous audio.
SED has attracted significant research attention due to its wide
application in real-world systems, such as robotics [1], smart
home devices [2], health care, and audio based indexing and
retrieval [3, 4]. With the development of deep learning tech-
niques, several mainstream deep neural networks (DNN), such
as CNN, RNN and CRNN, have recently achieved state-of-the-
art SED performance [4, 5, 6].

However, real-life SED is challenging, in part due to the
lack of large-scale well annotated audio datasets, which are
generally expensive and time-consuming to collect. Semi-
supervised learning (SSL) SED methods that can exploit real
data (which is either weakly labeled – without timestamp – or is
unlabeled) to improve system performance, have thus drawn in-
creasing research interest. Recent Detection and Classification
of Acoustic Scenes and Events (DCASE) challenges have in-
cluded a task for the evaluation of SSL based SED in domestic
environments with weakly labeled audio data. There are sev-
eral semi-supervised learning based methods in the literature,
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Figure 1: (Left) framework of mean teacher based semi-
supervised SED learning for large-scale weakly labeled data,
and Fig. The common Conv-Bn-Relu baseline convblock. (b)
Our proposed IC convblock with TFC-A module.

including self-training [7], temporal ensembling (TE) [8], vir-
tual adversary training (VAT) [9] and mean teacher (MT) [10].
In [7], the self-training based method was proposed to exploit
the unlabeled data by generating pseudo-labels using models
trained with small-size labeled data. In [8, 9, 10], perturbation
based methods were proposed under the smoothness assump-
tion, which indicates that two data points close to each other
in feature space are likely to have the same label [11]. Among
these methods, MT has shown promising SED performance in
DCASE challenges, where the teacher acts as an ensemble of
the students to generate the targets for SSL, and the consistency
cost is employed as a regularization term. The key to effec-
tive MT is choosing suitable data and/or model perturbation to
form a better teacher model from the student model and thus
improve target quality. However, simply applying randomized
data augmentation or dropout may not be optimal for introduc-
ing effective perturbation. In [12], a spec-augment technique
was applied to improve data augmentation while in [13], differ-
ent teacher and student models were exploited to perform SED
and AT respectively.

In this paper, we propose an effective perturbation based
semi-supervised learning (SSL) method based on mean teacher,
as shown in Fig. 1. This includes a new independent com-
ponent (IC) module, designed as a combination of batch nor-
malization(BN) [14] and dropblock [15] operations. Its goal
is two-fold: (1) Apply perturbations to the input of the inter-
nal convolutional layer to learn a better teacher and (2) Con-
struct whitened input for convolutional filters in each inter-
mediate convolutional layer. Compared to dropout, the drop-
block drops units in a contiguous region of a feature map,



which can reduce the spatial correlation of the input. The IC
module (BN+Dropblock) can approximate independent compo-
nent analysis (ICA), which is traditionally implemented by two
steps: the zero-phase component analysis (ZCA) to whiten the
network activations, and rotation operations to get the final in-
dependent components [16]. That is, BN replaces the ZCA,
while the dropblock reduces the dependencies within activa-
tions.

Furthermore, motivated by “squeeze-and-excitation” [17],
which models inter-dependencies between the channels, a
global statistics pooling based attention module is further pro-
posed to explicitly model inter-dependencies between the time-
frequency domain and channels using statistics information
(e.g. mean, standard deviation, max) computed along differ-
ent dimensions. This provides an effective attention mechanism
which can adaptively re-calibrate the output feature map.

To evaluate the effectiveness of the proposed methods, ex-
tensive experiments have been conducted on DCASE2018 chal-
lenge task4 benchmarks. The experimental results show its su-
periority with 39.79% F1-score compared to 32.4% in the win-
ning system.

2. Baseline method
In this section, we will firstly introduce the mean teacher based
framework for SED [10], as shown in left of Fig. 1. We adopt
CRNN as the backbone architecture [18]. The CNN part is com-
posed of 5 convolutional blocks, followed by two Bi-GRU lay-
ers to model long-term relationships and a localization module.

Since the task 4 of DCASE challenges focuses on weakly
labeled data, which consists of audio tagging(AT) and SED
tasks. In mean teacher, two CRNNs (namely, teacher and stu-
dent) with the same architecture are used. And the teacher
model is updated by exponential moving average of the student
model parameters. The consistency loss Lconsist is defined as
the expected distance between the prediction of teacher (with
weights θ′ and perturbation η′) and student model (with weights
θ and perturbation η), which is

Lconsist =MSE(SθAT (x; η),Tθ′AT
(x; η′)) (1)

In the baseline SED system, spec-augment [19] is applied
to the input of CRNNs to perform input perturbation. This
may be further improved by adding perturbation to the inter-
mediate convolutional layer, such as dropout [20]. We will in-
troduce our proposed method, in which the IC convolutional
block(convblock) is used, instead of baseline convblock, to gen-
erate perturbation to intermediate convolutional layer. Further-
more, an attention mechanism based on global statistics infor-
mation is proposed to improve the effectiveness of convblock
output.

3. The perturbation based semi-supervised
learning

As aforementioned, the proposed perturbation based SSL
framework is obtained by replacing the traditional convblock (in
Fig. 1(a)) with IC convblock with TFC-A module (in Fig. 1(b))
The IC module is placed before the convolutional layer. It is
worth noting that this is different from the operations in com-
mon practice, the BN layer is placed after the convolutional
layer, followed by a non-linear activation. The TFC-A module,
meanwhile, is proposed to explicitly model inter-dependencies.
between the time-frequency domain and channels. Details of

the IC and attention modules will be described in the following
subsections.

3.1. Independent Component(IC) module

Data or model perturbation plays an important role in the mean
teacher SSL method. Generally, the perturbation is applied to
the input spectrograms, via data augmentation techniques in-
cluding Gaussian noise and spec-augment [19] . From this per-
spective, dropout [20] can be considered as a type perturba-
tion applied to the input of intermediate layer. However, it is
shown that the dropout is less effective for convolutional layer
than fully connected layer [15]. This may perhaps be caused
by the fact that activation units in convolutional layer are spa-
tially correlated, and the information of the dropped units can
be partially recovered by the surrounding units. Furthermore,
proposed by Li et al. [21], if dropout is placed before BN, it
may lead to biased estimation of the mean and standard varia-
tion hyper-parameters in BN.

In this paper, an effective IC module, which consists of the
BN and dropblock operator, is proposed. The BN is applied
to normalize the input to distribution with zero mean and unit
variance. And then in dropblock, which is a structured form of
dropout, contiguous regions of a neurons are set to zero. By
randomly dropping neurons in this way, the IC module can ef-
fectively introduce the perturbation to the input of convolutional
layer. IC module in fact produces various student models, lead-
ing to a better teacher obtained by ensembling student models.

Besides, the IC module can also approximate the feature
whitening operation, such as ZCA and ICA [16], which may fa-
cilitate the training procedure. Specially, ICA composes of two
steps: 1) ZCA to de-correlate the input features, 2) Rotation
to reduce the dependence. However, ICA is generally compu-
tational complex, especially for whitening the activations of a
wide neural network.

For dropblock, there are two main hyper-parameters,
drop prob and block size. The drop prob is defined same as
dropout. The block size defines the dropping area in activation
map, and when block size = 1, dropblock resembles standard
dropout.
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3.2. Statistics pooling based attention modules

Given an intermediate feature map U ∈ RC×T×F , the global
statistics pooling based attention module consists of two parts:
1) Channel-attention module(C-A) with an 1D channel attention
map MC ∈ RC , and 2) Time-frequency module(TF-A) with a



2D time-frequency attention map MTF ∈ RT×F where T , F
and C are time, frequency and channel dimension respectively.

Different statistics information from U (e.g. mean, stan-
dard deviation, max) is exploited for C-A and TF-A.

3.2.1. Channel Attention(C-A)

As shown in Fig. 2(a), the statistics pooling is used to calculate
the mean µ ∈ RC and standard deviation σ ∈ RC over the
time-frequency domain

µ =
1

T × F

T∑
i=1

F∑
j=1

u(i, j) (2)

σ =

√√√√ 1

T × F

T∑
i=1

F∑
j=1

u2(i, j)− µ2 (3)

The output of statistics pooling z is obtained by concatenating
the mean and standard z = [µ;σ]. The channel attention map
MC is calculated via series of non-linear operations,

MC = σ(W2(δ(W1z))) (4)

where W1 ∈ R2C×C
r , W2 ∈ R

C
r
×C denote FC layers, σ(·)

and δ(·) denote sigmoid and ReLU respectively, r is the reduc-
tion rate.

3.2.2. Time-frequency Attention(TF-A)

As shown in Fig. 2(b), in TF-A module, a 2D feature map
MTF ∈ RT×F is used to provide the attention on time-
frequency domain. It is obtained by first calculating the mean
and max information over channels, followed by a convolu-
tional layer and a sigmoid activation

MTF = σ(fk×k[AvgPool(U);MaxPool(U)]) (5)

where f denotes a convolutional layer with kernel size k × k.

3.2.3. Arrangement of Attention Modules

As aforementioned, the C-A and TF-A may provide comple-
mentary attentive information from their feature maps. Given
C-A and TF-A modules, there are different arrangements of
them, namely a sequential or parallel arrangement. For sequen-
tial arrangement of C-A and TF-A modules, we can have “C-A
+ TF-A” arrangement

U′ = MC(U)⊗U

U′′ = MTF (U
′)⊗U′ (6)

and reverse ordered sequential arrangement “TF-A + C-A”

U′ = MTF (U)⊗U

U′′ = MC(U
′)⊗U′ (7)

For parallel module is implemented as,

U′ = MTF (U)⊗MC(U)⊗U (8)

In experiments, we will evaluate different arrangement of C-A
and TF-A modules.

4. Experiments Setup
4.1. Dataset

The experiments are conducted on the benchmark dataset from
Task4 of the DCASE 2018 Challenge [22]. The dataset con-
tains 1578 weakly-labeled training clips, 14412 unlabeled in-
domain training clips, 39999 unlabeled out-of-domain training
clips, 288 development clips and 880 evaluation clips. The av-
erage length of occurrence of each event class is presented in
Table 1, indicating the very significant variance in duration be-
tween events. In our experiments, we utilize weakly-labeled
clips with unlabeled in-domain clips as training set, and evalu-
ate the performance on publicly available evaluation set.

Table 1: Average length and median filter size of each class in
the development dataset.

Sound event Average Median filter
label length(s) size(s)

Alarm bell ringing 1. 53 0.50
Blender 5. 35 1.75
Cat 0. 81 0.26
Dishes 0. 56 0.16
Dog 1. 03 0.34
Electric shaver toothbrush 7. 42 2.46
Frying 9. 34 3.10
Running water 5. 61 1.85
Speech 1. 51 0.50
Vacuum Cleaner 8. 66 2.86

4.2. Feature Extraction

The input features used in the proposed system are log-mel
spectrograms, which are extracted from the audio signal resam-
pled at 32 kHz. The spectrogram uses 64 Mel-scale filters and
a window size of 32ms with 50% overlap between windows.
As a result, each 10-second sound clip is transformed into a 2D
time-frequency representation with a size of (640 × 64).

4.3. Experimental Settings

The neural networks are trained using the Adam optimizer [23],
where the maximum learning rate is set to 0.001, and the total
training epochs are set to 100. Specifically, there is a rampup
for the learning rate over the first 20 epochs, and an adaptive
median filter is used for backend processing. The filter size for
each event category is selected according to Table 1.

For IC modules, we performed a set of experiments to de-
termine that a sensible block size is 5 for this configuration.
In the TFC-A modules, similar empirical testing found a good
reduction rate r is 8, and a reasonable kernel size for the convo-
lutional layer in the TF-A module is 5× 5.

Event based macro-F1 is used as the main metric For SED
tasks. The experiment results are all evaluated by the sed eval
toolbox [24]. Onsets are evaluated with a collar tolerance of
200ms. Tolerance for offsets is computed per event as the max-
imum of 200ms or 20% of event length.

5. Results and Discussion
In experiments, we evaluate the performance of with perturba-
tion based SED systems including: 1) IC(dropblock): with IC



Table 2: Results of our proposed methods.

System Macro F1, %

Winner’s system [25] 32.4
IC(dropblock) 39.30
TF-A + C-A 39.50
IC(dropblock)+TF-A + C-A 39.79

module only to introduce perturbation on input of intermedi-
ate convolutional layer, 2) TF-A + C-A: with the sequential ar-
rangement of TF-A and C-A to introduce the attention mecha-
nism for output, and 3) IC(dropblock + TF-A + C-A): the com-
bination of both 1) and 2). As shown in Table 2, the proposed
IC module, as well as TFC-A module can achieve F1-score
over 39.00%. In addition, by combining the IC(dropblock)
and “TF-A + C-A” modules, the F1-score can achieve 39.79%,
which significantly outperforms the previously winning score
of 32.4% [25]. The experiments results demonstrate the effec-
tiveness of our proposed methods. A detailed ablation analysis
will be conducted in the next subsections.

5.1. Evaluations of dropblock or dropout in IC module

We further evaluate the performance of dropout and dropblock
in IC module with different drop prob. As shown in Table 3,
the CRNN baseline in Fig. 1(a) achieves an F1-score of 36.17%,
with 3.77% gain over winner’s system in DCASE2018 chal-
lenges. This may come from the superiority of the CRNN sys-
tem as well as the adaptive median filter (in Table 1) for back-
end processing. The performance of system using IC module is
further improved compared with the baseline system.

Furthermore, we can see that with the same drop prob,
the performance of IC(dropblock) is generally better than
IC(dropout), indicating that IC(dropblock) provides more effec-
tive perturbations for convolutional layers. Specifically, among
different drop prob, IC(dropblock) with drop prob=0.05 pro-
vides best F1-score of 39.30%, relative 3.13% improvement of
our baseline system. To further analyze the effectiveness of
TFC-A modules, we conduct several ablation experiments.

Table 3: SED results from evaluating the IC modules.

ConvBlock drop prob Macro F1, %

Baseline convblock - 36.17
IC(no perturbation) 0 37.74
IC(dropblock) 0.05 39.30
IC(dropblock) 0.10 38.10
IC(dropblock) 0.20 36.49

IC(dropout) 0.05 38.34
IC(dropout) 0.10 37.28
IC(dropout) 0.20 35.86

5.2. Evaluations of different TFC-A

In the proposed attention method, different types of statistics
information (e.g. mean, standard deviation, max) are used
for TF-A and C-A. Results in Table 4, reveal quite wide dif-
ferences in performance for the different types of statistics in
the C-A module. Specially C-A(mean), same as Squeeze-and-
Excitation [17], can improve the performance from 37.74%

Table 4: SED performance of different TFC-A modules.

TFC-A module Macro F, %

- 37.74
C-A (mean) 38.68
C-A (max) 25.25
C-A (mean std) 39.00
TF-A (mean max) 38.04

Parallel (TFC-A) 37.96
C-A + TF-A 37.54
TF-A + C-A 39.50

(baseline without C-A) to 38.68%. On the contrary, C-A(max)
only achieves the performance of 25.25%, indicating that C-
A(max) may loss the information of the overlapped events. In
addition, C-A(mean std) incorporates the standard deviation as
a second-order statistic information, and achieves F1-score of
39.00%. Finally, TF-A(mean-max) provides a slight improve-
ment over the baseline system. This indicates that the class-wise
information tends to be relatively strongly encoded in the chan-
nel dimension.

We also evaluate the performance of combining TF-A or
C-A modules in parallel or sequential fashion, as shown in Ta-
ble 4. We can see that sequential arrangement (TF-A + C-A) can
achieve the F1-score of 39.50%, performing best with the same
settings. Interestingly, the reverse ordered sequential arrange-
ment (C-A + TF-A), performs worst. From the previous exper-
iments we already know the importance of the C-A module. It
seems that performing TF-A first strengthens the information on
the time-frequency domain but it is necessary to apply C-A to
emphasize the important channels. In the converse case, the C-
A first sequential attention is overruled by the subsequent TF-A
operation, thus reducing performance. The parallel TFC-A also
provides slight improvement to the baseline system, but worse
than the sequential attention module(TF-A + C-A).

6. Conclusion
In this paper, a novel perturbation based semi-supervised learn-
ing method, combining batch normalization with dropblock, is
investigated. This not only provides perturbation to the convo-
lutional layer but also whitens their inputs, to improve semi-
supervised SED performance. Experimental results reveal the
proposed dropblock based IC modules outperform conventional
dropout, providing more effective perturbations to the convolu-
tional layers. Furthermore, statistical pooling based attention
module is used to explicitly model inter-dependency between
time-frequency and channel domains. Among mean, standard
deviation and max computed on different dimensions, we se-
quentially apply time-frequency attention, followed by channel
attention, performing best. By combining the IC module and
TFC-A module, the final F1-score of 39.8%, significantly out-
performs the 32.4% achieved by the previously published win-
ning system. In future, we hope to exploit other perturbation
and attention types for semi-supervised SED.
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Abstract
Deep embedding learning based speaker verification methods
have attracted significant recent research interest due to their
superior performance. Existing methods mainly focus on de-
signing frame-level feature extraction structures, utterance-level
aggregation methods and loss functions to learn discrimina-
tive speaker embeddings. The scores of verification trials are
then computed using cosine distance or Probabilistic Linear
Discriminative Analysis (PLDA) classifiers. This paper pro-
poses an effective speaker recognition method which is based
on joint identification and verification supervisions, inspired by
multi-task learning frameworks. Specifically, a deep architec-
ture with convolutional feature extractor, attentive pooling and
two classifier branches is presented. The first, an identifica-
tion branch, is trained with additive margin softmax loss (AM-
Softmax) to classify the speaker identities. The second, a veri-
fication branch, trains a discriminator with binary cross entropy
loss (BCE) to optimize a new triplet-based mutual information.
To balance the two losses during different training stages, a
ramp-up/ramp-down weighting scheme is employed. Further-
more, an attentive bilinear pooling method is proposed to im-
prove the effectiveness of embeddings. Extensive experiments
have been conducted on VoxCeleb1 to evaluate the proposed
method, demonstrating results that relatively reduce the equal
error rate (EER) by 22% compared to the baseline system using
identification supervision only.
Index Terms: speaker verification, mutual information learn-
ing, attentive bilinear pooling, multi-task framework

1. Introduction
Speaker recognition (SR) is the task of automatically determin-
ing whether a given utterance belongs to a certain speaker iden-
tity. According to different recognition settings, SR can be cate-
gorized into either speaker identification (SID) which classifies
a given utterance as being from a specific speaker, or speaker
verification (SV), which is a binary classification problem that
determines whether two given speech utterances belong to same
speaker or not. Compared to SID, SV is an open-set recogni-
tion task with no overlap between training and test set, which is
closely related to representation learning.

Over the past few decades, the most popular SV methods
have been based on i-vector followed by Probabilistic Linear
Discriminative Analysis (PLDA) [1, 2], in which the i-vector
representation is generally learned in an unsupervised manner.
Recently, deep embedding learning based SV methods have at-
tracted significant interest due to their superior performance.
Compared to traditional i-vector systems, deep learning based

SV methods may benefit from the discriminative characteristics
and large receptive-field of deep neural networks (DNNs).

Existing deep embedding learning architectures include
time-delay DNN (TDNN) [3], convolutional neural network
(CNN) [4, 5, 6], and Long Short-Term Memory (LSTM) net-
works [7]. Generally, these architectures consist of a frame-
level feature extractor, an utterance-level aggregator and a clas-
sifier, which can be optimized in an end-to-end way.

Many recent works have focused on utterance-level ag-
gregation methods, e.g., statistical pooling [3], attentive pool-
ing [8], bilinear pooling [4], and dictionary based pooling meth-
ods [9, 10]. Meanwhile, other works have proposed different
loss functions, including triplet loss [11, 12], center loss [9],
triplet-center loss [13], angular softmax loss (A-Softmax) [9]
and additive margin softmax loss (AM-Softmax) [14, 15]. How-
ever, in most deep embedding learning based methods, the net-
work architectures are trained under identification supervision,
optimized for the SID task. Meanwhile, for SV tasks, the verifi-
cation score between utterance pairs is computed via cosine dis-
tance or through an additional trainable backend (e.g. PLDA).
However, it is still difficult to directly incorporate an effective
backend into a deep embedding learning architecture [4].

In this paper, an effective speaker recognition method is
proposed based on joint identification and verification supervi-
sions. This is inspired by the multi-task learning framework,
as shown in Fig. 1 and detailed in Section 3. Specifically,
this includes a deep architecture with frame level feature ex-
tractor, attentive pooling and two branches of classifiers. The
first branch is similar to deep embedding learning, in which a
speaker classifier is optimized via AM-Softmax loss to discrim-
inate the learned speaker embeddings. The second branch opti-
mizes a new triplet-based mutual information (T-MI) between
positive and negative samples extracted from the embedding
space, inspired by triplet loss [11, 12] and mutual information
based representation learning [16]. As with generative adversar-
ial networks (GANs), we train a discriminator to separate them,
using binary cross entropy loss (BCE). To prevent the issue of
an imbalance between AM-softmax and BCE loss at different
training stages, we introduce a ramp-up/ramp-down weighting
scheme. In addition, a new attentive bilinear pooling method
(ABP) is proposed, aiming to improve performance by aggre-
gating features along the temporal axis.

To evaluate the effectiveness of the proposed method, ex-
tensive experiments have been conducted on the Voxceleb1
benchmark [17]. By jointly optimizing the identification and
verification, our method can relatively reduce the equal error
rate (EER) by 22% compared to the baseline system using iden-
tification supervision only.



Figure 1: Framework of the proposed SV method based on joint identification and verification supervisions.

2. Overview of the proposed multi-task
learning framework

The proposed multi-task learning based speaker recognition
framework is shown in Fig. 1. It consists of frame-level fea-
ture extractor, utterance-level aggregator, and two branches of
classifiers.

The frame-level feature extractor is adapted from the ex-
isting ResNet-18 architecture [18], which comprises an input
convolutional layer and 4 residual stages. The main difference
lies in that we keep the temporal and frequency dimensions of
feature maps in each residual stage unchanged, and insert a tran-
sition layer to reduce the frequency dimension.

The aggregator is then followed to map the extracted frame-
level features into utterance-level representations. In this paper,
a novel attentive bilinear pooling (ABP) method is introduced
to improve the effectiveness of embeddings, detailed in Sec-
tion 3.3. Then an embedding layer, implemented by a fully con-
nected (FC) layer, is added to make a nonlinear transformation
and dimension reduction to obtain speaker embeddings.

The speaker embeddings are firstly length normalized and
then fed into two branches of classifiers for multi-task learning.
The first, an identification branch, is implemented by a FC layer
and trained with AM-Softmax loss for SID task. The second, a
verification branch, accomplishes the SV task by first construct-
ing the positive and negative pairs from the selected triplet, and
then training a binary classifier with BCE loss. Finally, a ramp-
up/ramp-down weighting scheme is employed to balance the
AM-softmax and BCE loss for multi-task learning.

During testing, we can either extract speaker embeddings
from the embedding layer for the enrolment and test set, and
then use a traditional PLDA backend to calculate verification
scores, or directly use the output of the verification branch, giv-
ing scores in an end-to-end fashion.

3. Methods
3.1. Triplet-based mutual information (T-MI) learning

Mutual Information (MI) of statistical dependence is a promis-
ing tool for learning representations in an unsupervised
way [16]. Given two random variables x and y, MI can be de-
fined as

MI(x; y) =

∫
x

∫
y

p(x, y) log

{
p(x, y)

p(x)p(y)

}
dxdy

= DKL{p(x, y)‖p(x)p(y)}

(1)

where DKL is the Kullback-Leibler (KL) divergence be-
tween the joint distribution p(x, y) and product of marginals
p(x)p(y). The MI is minimized when the random variable x
and y are statistically independent, and is maximized when they
contain identical information. For SV task, inspired by triplet
loss [12], we can construct triplet (xa, xp, xn), where xa and
xp are utterances from the same speaker, xa and xn are from the
different speakers. And then discriminative speaker representa-
tions can be effectively learned by maximizing MI between xa
and xp, and minimizing it between xa and xn. This is logical,
however, MI is hard to measure directly.

Fortunately, previous research [19] has found it possible
to optimize the MI within an encoder-discriminator frame-
work. Motivated by [16], a verification branch is designed
as the discriminator using T-MI learning. Specifically, the
front-end extraction network, including a frame-level feature
extractor and an utterance-level aggregator, is used as the en-
coder, denoted by fθ(·). Embeddings of the triplet can be ob-
tained by feeding it through the network. Then positive em-
bedding pair (fθ(xa), fθ(xp)) and negative embedding pair
(fθ(xa), fθ(xn)) are formed and passed through the verifi-
cation branch, implemented by a binary classifier denoted by
gφ(·), for discriminating verification. The positive pair and the
negative pair are labeled ‘1’ and ‘0’ respectively, and the stan-
dard binary cross entropy loss (BCE) is used as the objective
function to train the classifier:

Lver =
1

N

N∑
i=1

− log
{
gφ(fθ(x

i
a)⊕ fθ(xip))

}
− log

{
1− gφ(fθ(xia)⊕ fθ(xin))

} (2)

where ⊕ denotes the concatenation operator. The BCE loss in
Eq. (2) actually estimates the Jansen-Shannon divergence be-
tween positive and negative distributions, which is similar to
the KL-based definition of MI [16].

The main difference to [16] is that we construct triplet with
respect to label information in a mini-batch, which in fact in-
troduces the verification supervision. Therefore, the output sig-
moid probability of the verification branch can be used as a sim-
ilarity measure of two embeddings, which conveniently allows
the system to be trained end-to-end without PLDA backend or
cosine distance calculation. Given input pair (x1, x2), the veri-
fication score can be obtained as:

score(x1, x2) = gφ(fθ(x1)⊕ fθ(x2)) (3)



3.2. Joint optimization of identification and verification

As discussed above, the multi-task system is optimized jointly
with identification and verification supervisions. For SID task,
AM-Softmax loss is used as the objective function:

Liden = − 1

N

N∑
i=1

log
es·(cosθyi−m)

es·(cosθyi−m) +
∑c
j=1,j 6=yi e

s·cosθj

(4)
where s is the scale parameter and m is the margin. In our
experiments, we set s = 18 and m = 0.1. The total loss for joint
optimization is the weighted sum of the identification loss and
verification loss:

L = λLiden + µLver (5)

where the λ and µ are weight parameters. To balance these two
loss components at different training stages, a ramp-up/ramp-
down weighting scheme is introduced. The weight µ starts from
zero and ramps up along the curve µ(t) = µ0e

−5{1−t/T1}2 ,
and similarly, λ ramps down according to the curve λ(t) =

λ0e
−5{(t−T2)/(T3−T2)}2 , where t is training epoch, µ0 is the

final value of µ, λ0 is the initial value of λ, [0, T1] and [T2, T3]
are the durations of ramp-up and ramp-down periods respec-
tively. In our experiments, µ0 and λ0 are set to 1.

3.3. Attentive bilinear pooling (ABP)

Inspired by [4, 20], an attentive bilinear pooling (ABP) method
is further utilized to force the model to pay more attention
to useful information for aggregation. It calibrates the output
frame-level features with learnable convolutional layer to pro-
vide frame-wise attention mechanism.

Specifically, let H ∈ RL×D be the frame-level feature
map captured by the hidden layer below the self-attention layer,
where L and D are the number of frames and feature dimen-
sion respectively. Then the attention map A ∈ RL×K can be
obtained by feeding H into a 1×1 convolutional layer followed
by softmax non-linear activation, where K is the number of at-
tention heads. The 1st-order and 2nd-order attentive statistics
of H, denoted by µ and σ2, can be computed similar as cross-
layer bilinear pooling [4], which is

µ = T2(T1(HTA))

σ2 = T2(T1(HT (A� A))− (T1(HTA))� T1(HTA))
(6)

where T1(x) is the operation of reshaping x into a vec-
tor, and T2(x) includes a signed square-root step and a L2-
normalization step. � represents the Hadamard product. The
output of ABP is the concatenation of µ and σ2.

It is worth noting that the proposed ABP method derives
the attention map using the softmax along temporal axis to ob-
tain the attention for each frame. And the attentive 2nd-order
statistics information is further exploited for aggregation, sim-
ilar as statistics pooling in [21]. This is different from the ex-
isting pooling methods, such as NetVLAD [10] and learnable
dictionary encoding (LDE) [9], which mainly focus on deriving
Baum-Welch statistics over the channel dimension.

Compared to multi-head attentive pooling [20], ABP fur-
ther normalizes the length of statistics before concatenation,
which is able to extract more robust embeddings and achieve
better performance.

Table 1: Detailed configuration of the front-end extraction net-
work.

Layer Structure Stride O/p size
Conv1 7× 7, 16 1× 1 L× 35× 16

Res1
[
3× 3, 16
3× 3, 16

]
× 2 1× 1 L× 35× 16

Trans1 3× 3, 32 1× 2 L× 17× 32

Res2
[
3× 3, 32
3× 3, 32

]
× 2 1× 1 L× 17× 32

Trans2 3× 3, 64 1× 2 L× 8× 64

Res3
[
3× 3, 64
3× 3, 64

]
× 2 1× 1 L× 8× 64

Trans3 3× 3, 128 1× 2 L× 3× 128

Res4
[
3× 3, 128
3× 3, 128

]
× 2 1× 1 L× 3× 128

Trans4 3× 3, 128 1× 2 L× 1× 128
ABP - - 1× (128× 2K)
FC (128× 2K)× 128 - 1× 128

L2norm - - 1× 128

4. Experimental setup and results
4.1. Dataset and input features

To investigate performance of the proposed system, we con-
ducted extensive experiments using VoxCeleb1 benchmark [17]
which contains over 140,000 utterances from 1251 speakers.
The training set is the development portion without data aug-
mentation, containing 1,211 speakers and the evaluation set
consists of 37,720 trial pairs from 40 speakers.

The feature extraction process uses Kaldi [22]. In our im-
plementation, 41-dimensional filter bank outputs (FBank) are
used as acoustic features, obtained from 25ms windows with
10ms shift between frames. We apply mean-normalization over
a sliding window of 3s, and use voice activity detection (VAD)
to remove silent segments. The features from the training
dataset are randomly truncated into short slices ranging from
2 to 4s. For evaluation, utterances are divided equally into 10
slices with 4s duration.

4.2. Model configuration

The detailed configuration of the front-end extraction network
is summarized in Table 1, where L denotes variable-length data
frames. The input layer consists of a single convolutional layer
with kernel size of 7x7, stride of 1x1 and channel dimension of
16. Four residual stages include [2,2,2,2] basic blocks with 16,
32, 64, 128 channels respectively, and each basic block having
2 convolutional layers with filter sizes of 3x3 and a stride of
1x1. The transition layer comprises a convolutional layer with
kernel size of 1x1 and stride of 1x2. After the four stages, the
frequency dimension of the feature map is reduced to 1. For
ABP, the output dimension 128 × 2K is varied with different
attention heads K.

The identification branch is implemented by a FC layer with
units equal to the number of speaker categories. We should note
that when computing the AM-Softmax loss, the weight of this
layer need to be normalized. The verification branch comprises
two FC layers followed by sigmoid activation.

The mini-batch size for training is set to 128, containing 64
speakers with 2 utterances from each. All neural networks are
implemented using the PyTorch framework [25]. The network
is optimized using stochastic gradient descent (SGD) [26] with



Table 3: Results for verification on VoxCeleb1 dataset. (AP refers to average pooling and SP refers to statistics pooling)

System Aggregation Loss Training set Similarity EER, %
i-vector+PLDA [17] - - Voxceleb1 PLDA 8.80

x-vector [23] SP Softmax Voxceleb1
cosine 11.3
PLDA 7.1

ResNet-34 [5] SP Softmax Voxceleb1
cosine 5.01
PLDA 4.74

ResNet-34 [9] LDE A-Softmax Voxceleb1 cosine 4.56
ResNet-20 [14] AP AM-Softmax Voxceleb1 cosine 4.30
ResNet-50 [24] AP Softmax+Contrastive Voxceleb2 cosine 4.19

Thin ResNet-34 [10] NetVLAD AM-Softmax Voxceleb2 cosine 3.32

ResNet-18 (Ours) ABP Softmax Voxceleb1 cosine 3.76
ResNet-18 (Ours) ABP AM-Softmax Voxceleb1 cosine 3.51

Multi-task ResNet-18 (Ours) ABP - Voxceleb1 Verification output 2.94

momentum of 0.95 and weight decay of 5e-4. Each network is
trained for 60 epochs with initial learning rate of 0.1, gradually
decreasing to 0.0001. The durations of ramp-up and ramp-down
periods are set to [0, 25] and [25, 40] epochs respectively. The
performance is evaluated in terms of equal error rate (EER).

4.3. Results

4.3.1. Evaluation on different number of attention heads K

In Table 2, we study the effect of different number of atten-
tion heads K in proposed ABP method. Same as most existing
deep embedding learning based SV methods, these results are
obtained by using the modified ResNet-18 with Softmax loss to
learn speaker embeddings first, and evaluating the verification
scores with cosine distance measure. From Table 2, we can see
that the EER reduces from 4.07% to 3.76% when K increases
from 2 to 16. This indicates that increasing the number of atten-
tion heads can improve the effectiveness of the proposed ABP
method. However, large value of K may lead to large model
size and high computational complexity. In the following ex-
periments, we only report the results with K = 16, considering
the trade-off between effectiveness and efficiency.

4.3.2. Main results

The main results are reported in Table 3. We compared the per-
formance of three systems including: 1) ResNet-18 with Soft-
max loss, 2) ResNet-18 with AM-Softmax loss, and 3) Multi-
task ResNet-18. The first two systems are implemented fol-
lowing the existing deep embedding learning based methods,
which compute the verification scores via cosine distance mea-
sure. The multi-task ResNet-18 is implemented using the pro-
posed speaker recognition method based on joint identification
and verification supervisions, and the performance is evaluated
according to the output of the verification branch directly.

From Table 3, we see that the proposed system outperforms
all other SV methods by a large margin. Specifically, ResNet-
18 with Softmax loss achieves an EER of 3.76%, which is better

Table 2: Results on different numbers of attention heads K.

K 2 4 8 16
EER, % 4.07 3.91 3.82 3.76

than the systems in [5, 9, 14, 23], demonstrating the effective-
ness for embedding learning of our modified ResNet-18 archi-
tecture and ABP method. Thanks to the role of the margin pa-
rameter, ResNet-18 with AM-Softmax loss achieves an EER of
3.51%, which is a slight improvement compared with the Soft-
max model. This result is also better than 4.30% in ResNet-
34 using LDE aggregation in [9] with the same experimental
settings, and comparable to the 3.32% in Thin ResNet-34 us-
ing NetVLAD aggregation in [10] with much larger Voxceleb2
training set. This indicates the superiority of our proposed ABP
method.

The EER is further reduced to 2.94% with Multi-task
ResNet-18, outperforming almost all other deep embedding
learning based SV systems in the same situation. It is worth
noting that we could further extract speaker embeddings to train
an additional PLDA. When we add a PLDA step, the joint effect
of the additional verification supervision allows performance to
be further improved to 2.81%.

5. Conclusion
In this paper, inspired by a multi-task framework, an effective
speaker recognition method based on joint identification and
verification supervision is proposed. Specifically, a deep archi-
tecture with convolutional feature extractor, attentive pooling
and two branches of classifiers is presented. The first, an iden-
tification branch, is trained with AM-Softmax loss for speaker
identity classification. The second, a verification branch, trains
a discriminator with BCE loss to optimize the MI between pos-
itive and negative samples extracted from the embedding space.
To balance these two losses at different training stages, a novel
ramp-up/ramp-down weighting scheme is employed and, fur-
thermore, a novel attentive bilinear pooling method is proposed.
This further improves the effectiveness of embeddings. Exper-
iments conducted on the Voxceleb1 benchmark yield excep-
tional results, demonstrating the effectiveness of the proposed
model for the SV task.
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Abstract
In our previous work, we introduced a speaker adaptive training
method based on frame-level attention mechanism for speech
recognition, which has been proved an effective way to do
speaker adaptive training. In this paper, we present an improved
method by introducing the attention-over-attention mechanism.
This attention module is used to further measure the contri-
bution of each frame to the speaker embeddings in an utter-
ance, and then generate an utterance-level speaker embedding to
perform speaker adaptive training. Compared with the frame-
level ones, the generated utterance-level speaker embeddings
are more representative and stable. Experiments on both the
Switchboard and AISHELL-2 tasks show that our method can
achieve a relative word error rate reduction of approximately
8.0% compared with the speaker independent model, and over
6.0% compared with the traditional utterance-level d-vector-
based speaker adaptive training method.
Index Terms: speech recognition, speaker adaptive training,
attention-over-attention

1. Introduction
Recently, deep neural networks (DNNs) such as convolutional
neural networks (CNNs) and recurrent neural networks (RNNs)
have become the mainstream structure of automatic speech
recognition (ASR) [1–3]. However, when it comes to the speak-
ers with special accents or pronunciation habits, the accuracy of
ASR may suffer a significant reduction. In response, speaker
adaptive training (SAT) is one of the effective approaches to
improve the performance of ASR on these conditions.

The most widely used methods of SAT can be classified
into two categories: auxiliary features and adversarial learn-
ing. Auxiliary features that contain information about speak-
ers are used to perform speaker adaptive training. Speaker i-
vectors or bottleneck vectors, obtained by a pretrained speaker
recognition model, can be used with the acoustic features to-
gether to make the acoustic model generalize better to different
speakers [4–7]. In addition, speaker codes [8–10] can also be
used to represent speaker characteristics. To highlight the im-
portance of the speaker embeddings in adaptation, the authors
in [11, 12] try to generate the speaker-dependent (SD) parame-
ters via a controller network that takes speaker embeddings as
input, and the controller network is shared among all speakers.
Another type of methods to perform SAT is using the adver-
sarial learning scheme. Similar to the methods used in domain
adaptation [13–15], the acoustic model and the speaker classifi-
cation model are jointly optimized via adversarial learning [16].
In [17], a reconstruction network is trained to predict the input
speaker i-vector. The mean-squared error loss of the i-vector
reconstruction and the cross-entropy loss of the acoustic model
are jointly optimized through adversarial multi-task learning.

The speaker adaptive training methods mentioned above
should be helpful when a number of adaptation data is pro-
vided. However, in real-world ASR systems, the collection of
sufficient speaker data is very difficult, particularly the labeled
data. Insufficient data will introduce an inaccurate speaker em-
bedding and make a sharp decline in performance for speaker
adaptive training. As one of the mainstream approaches, the
i-vector-based speaker adaptive training method takes the i-
vectors obtained in advance as the speaker embeddings. How-
ever, their performance is unsatisfactory because the i-vector is
obtained without regard to the speech recognition task.

In order to provide a dynamic speaker embedding associ-
ated with the speech recognition performance, a speaker adap-
tive training method based on attention mechanism is proposed
in our previous work [18]. The i-vectors of all speakers in the
training data are obtained as a static memory in advance. For
each frame, the closest speaker i-vector is selected with atten-
tion mechanism which is learned jointly with the acoustic model
from the training data. However, subject to the limited and par-
tially invalid frames, the speaker representation would be unsta-
ble and uniform to a certain extent.

In this paper, we propose a speaker adaptive training
method for speech recognition based on attention-over-attention
mechanism. For each utterance, the nearest d-vectors are se-
lected and then recombined to an utterance-level aggregated
vector by attention-over-attention mechanism. The aggregated
vector is connected with the acoustic model to provide the in-
formation about the current speaker. Compared with the tradi-
tional utterance-level d-vectors or the frame-level aggregated d-
vectors metioned in [18], aggregated utterance-level vectors can
provide a more accurate and robust speaker representation to
improve the recognition accuracy. Experiments on the Switch-
board and AISHELL-2 tasks show that the proposed method
achieves a significant improvement over the SD method based
on utterance-level d-vectors.

2. Related Work
Since the speaker representation is essential to the speaker adap-
tive training, there have been intensive researches to optimize
the speaker embeddings and create the direct relationship be-
tween the speaker embeddings and the speech recognition per-
formance with limited resources. As mentioned above, an atten-
tion based speaker adaptive training method is proposed in [18].
As illustrated in Fig. 1, the framework mainly consists of two
parts: the main network and the attention module.

The main network of the proposed method is the same as
other structures of acoustic model, including feedforward neu-
ral networks, CNNs and RNNs. The main network plays two
roles: acoustic modeling and providing information for the at-
tention module. As a kind of weak information, speak char-
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Figure 1: The framework of the speaker adaptive training
method based on attention mechanism.

acteristics need to be extracted and used before it is removed
finally by deep neural networks. Therefore, the outputs of the
hidden layers near the input layer are provided for the attention
module.

The attention module is equipped mainly to select the vec-
tors that are most similar to the current frame from the memory
and combine them into a vector named the frame-level aggre-
gated speaker vector. The memory consists of a group of vec-
tors, such as i-vectors [19] and d-vectors [20], which are eas-
ily distinguished from each other by its corresponding speaker.
As an effective representation of the speaker, the aggregated
speaker vector based on attention mechanism is used together
with the acoustic features to do speaker adaptive training.

Experiments on the Switchboard task show that the speaker
adaptive training method based on attention mechanism could
achieve a decent performance improvement compared to that of
the i-vector-based speaker adaptive training method.

3. The Proposed Method
3.1. Motivation

In our previous work [18], the frame-level aggregated speaker
vectors based on attention mechanism is used to represent the
frame-level speaker embeddings. However, because only the
history part of current utterance can be used to gather the
speaker information during the process of attention module at
each frame, especially for the first few frames, the speaker rep-
resentation would be unstable and uniform. In addition, dur-
ing the process of gathering the speaker information, an aver-
age pooling is used to obtain the information. Average pooling
means all the history frames have the same importance. When
there are some abnormal frames with little speaker information,
such as silence or environmental noise frame, average pooling
strategy is obviously unreasonable to generate the representa-
tive speaker embeddings. That is to say, effective speaker infor-
mation may be further weaken by the partially invalid frames.
In order to make better use of the long-term speaker informa-
tion and then form a representative utterance-level speaker em-
bedding, the attention mechanism should focus not only on the
importance distribution of each vector in the memory at each
frame, but also the importance distribution of each frame. In
order to maintain the coherence and consistency of the speaker
embeddings within an utterance, we tend to make use of the
utterance-level embeddings with attention mechanism.

Attention mechanism is widely used in many fields, such
as machine translation and speech recognition. By putting dif-
ferent weights on different types of information, the process
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Figure 2: The framework of the speaker adaptive training
method based on attention-over-attention mechanism.

of model training becomes more flexible. Common attention
mechanisms include: soft attention [21], hard attention [22] and
self-attention [23]. In paper [24], another attention mechanism
is placed over the existing attention to further strengthen the im-
portance of each individual attention part. This kind of attention
mechanism covering two dimensional space, called attention-
over-attention mechanisms, offers a potential path to generate
robust utterance-level embeddings. Further attention in time di-
mension can weaken the influence of some abnormal frame-
level speaker embedding. Therefore, the embedding generated
from all the frames of this utterance can be uniform and stable.

Starting with the generation of representative and robust
utterance-level speaker embeddings, we propose a speaker
adaptive training method for speech recognition based on
attention-over-attention mechanism

3.2. SAT Based on Attention-over-Attention Mechanism

As illustrated in Fig. 2, the main structure of the speaker adap-
tive training method based on attention-over-attention mecha-
nism is similar with our previous work. We replace the common
attention mechanism by attention-over-attention mechanism to
generate a more representative and stable speaker embedding.

In our study, the d-vectors of the speakers in training set
are extracted as the memory. To obtain the d-vectors, a neural
network is pre-trained by speaker discriminative criteria such as
cross-entropy or triplet loss. Then, the output of the last hidden
layer is obtained to produce a frame-level speaker representa-
tion, and all the frame-level representations are then averaged to
form an utterance-level speaker embedding called the d-vector.
Finally, the simplified method of clustering such as K-means is
adopted to reduce the number of base vectors in a memory. As-
suming that the memory has N vectors, the memory is denoted
by m = {m1,m2,...,mN}, in which mi represents the i-th vector
in this memory.

Given an utterance with T speech frames, the acoustic fea-
tures of the main network are represented by X = {x1,x2,...,xT },
where xt represents the feature vector at the frame t. The cor-
responding outputs of the l-th hidden layer of the main network
are denoted as Hl = {hl

1,hl
2,...,hl

T }.
After obtaining the output of the hidden layer near the input

layer hlow and the memory m, we calculate a similarity degree
matrix, which indicates the similarity scores between speaker
information for each frame and each vector in the memory. We
compute the matrix M ∈ R|T |×|N| by the dot product between



the transformation output vector of hlow at the frame t and the
i-th memory vector.

M(t, i) = (Wmhlow
t )�m>i (1)

Based on the similarity degree matrix M, we apply a row-
wise softmax function to get the similarity scores for each row.
We denote α(t) ∈ R|N| as the memory-level attention at the
frame t. α(t) indicates the similarity degree to each vector at
this frame, as described in the following formula.

α(t) = softmax(M(t, 1), ...,M(t, |N |))
α = [α(1), α(2), ..., α(|T |)]

(2)

The contributions to the speaker embeddings of each frame
are obvious different, particularly those featured as environmen-
tal noise, and so on. On the contrary, the utterance-level speaker
embeddings are more robust than the frame-level ones. Instead
of averaging α at all the frames to form a final attention score,
another attention mechanism is introduced to determine the im-
portance of each individual attention.

We first calculate a column-wise softmax attention to get
the similarity scores for each column, and denote β(i) ∈ R|T |
as the frame-level attention at the memory i. β(i) indicates
the importance degree of each frame corresponding to the i-th
vector in the memory, as described in the following formula.

β(i) = softmax(M(1, i), ...,M(|T | , i)) (3)

Then, we average all the β(i) to get an averaged attention
β. β is also an attention score vector with T dimensions, and it
can be taken as the final importance degree of each frame.

β =
1

N

N∑
i=1

β(i) (4)

Since α is a combination of memory-level attention from
1 to T and β is a frame-level attention, we can calculate the
matrix multiplication between α and β to get the final attention
score a in an utterance. Attention score a is a N -dimensional
vector.

a = α� β> (5)

The normalized attention values a are used to compute a
weighted sum of the vectors in the memory and formula the
final utterance-level aggregated speaker vector c.

c =

N∑
i=1

αimi (6)

Finally, we connect the aggregated speaker vector with
the main network, and the main network generates speaker-
normalized representations using the speaker information in
the aggregated speaker vector. For each frame, the aggre-
gated speaker vector ct is the same as c. A simple connec-
tion method is concatenating the aggregated speaker vector
with the outputs of the hidden layers of the main network as
ĥ

low
t = [hlow>

t , ct>]>.
The final loss function at the cross-entropy training stage of

the proposed method is described by the following formula:

L =

S∑
s=1

Ts∑
t=1

log p(yst |xs
t ,m) (7)

In Eq.(7), xs
t and yst indicate the acoustic feature vector and

the triphone state label for frame t in utterance s. Ts is the
number of frames of utterance s, and S is the number of total
utterances in the training set.

4. Experiments and result analysis
4.1. Experimental Setup

We evaluated the performance of the proposed approach on both
English and Mandarin speech recognition tasks.

The English training data of the Switchboard (SWB) task
[25] consists of 20-hour English CALLHOME and 309-hour
Switchboard-I dataset, including a total of 5110 speakers. The
SWB part of NIST 2000 Hub5 evaluation set is taken as test
set, and it contains 1831 utterances from 40 speakers in to-
tal. The Mandarin training data of AISHELL-2 task [26] con-
sists of 1000 hours of clean audio segments recorded via the
iPhone channel from 1991 speakers, including 1293 speakers
with slight northern accents, 678 speakers with southern ac-
cents and 20 speakers with other accents. The test set contains
5000 utterances from 10 speakers, and each speaker has approx-
imately half an hour of audio segments.

4.2. Baseline systems

The SI baseline was trained with a VGG-like [27] model archi-
tecture based on frame-level cross-entropy criterion. The inputs
of the model were the 40-dimensional log Mel-scale filter-bank
features. The architecture of the model mainly consisted of con-
volutional and pooling layers, and each convolutional layer was
equipped with a standard ReLU activation function. We shuf-
fled the utterances in training data and grouped them into mini-
batches with a limit of 2048 frames per minibatch to speed up
training. Stochastic gradient descent was used as the optimizer,
and the initial learning rate was set to 0.02. All subsequent ex-
periments were performed by the CAFFE toolkit [28] and run
on a server equipped with 4 Tesla P40 GPUs.

In our paper, speaker d-vectors are taken as additional in-
puts to perform speaker adaptive training. The speaker verifica-
tion network included five convolutional layers. The utterances
belonging to the same speaker were concatenated and split into
audio segments, each of which had 500 frames. 64-dimensional
log Mel-scale filter-bank features were taken as the input.

The d-vector-based SD models were evaluated at both the
speaker and utterance levels. During the testing steps, the
utterance-level d-vectors were extracted from each utterance
separately and the speaker-level d-vectors were extracted using
all the utterances from the same speaker. Table 1 reports the
word error rate (WER) of the baseline models on SWB task.
The performance at the utterance level is much worse than that
at the speaker level.

Table 1: Performance of the baseline models on the SWB task.

Method WER WERR

SI baseline 13.8 –
SD baseline(speaker-level) 13.0 5.8%
SD baseline(utterance-level) 13.5 2.2%

4.3. Results of the proposed method

For speaker adaptive training method based on the d-vector
memory, all speaker-level vectors in the training set were clus-
tered into 128 classes via the K-means algorithm.

Table 2 reports the performance of the proposed method on
the SWB task. For our previous work, speaker adaptive training
method based on the traditional frame-level attention mecha-



nism achieves a relative 4.3% WER reduction (WERR) com-
pared with the SI model and a relative 2.3% WER reduction
over the utterance-level d-vector-based SD model. When we
substitute the traditional frame-level attention mechanism with
the utterance-level attention-over-attention (AOA) mechanism,
the proposed method achieves a relative 8.0% WER reduction
over the SI baseline model and a relative 5.9% WER reduc-
tion over the utterance-level d-vector-based SD model. In ad-
dition, the result of SAT based on AOA mechanism also has
lower WER than the speaker-level d-vector-based SD model. If
we just average the memory-level attention at all the frames to
form the final utterance-level attention directly, no significant
improvement can be achieved. For a deep convolution neural
network, computational complexity hardly changes at all. Com-
pared with the traditional frame-level attention or utterance-
level average attention mechanism, attention-over-attention fur-
ther strengthen the discrimination among each frame-level
speaker embeddings based on the utterance-level long informa-
tion. In light of this, the generation of the aggregated speaker
vector is more robust.

Table 2: Performance of the proposed method on the SWB task.

Method WER WERR

SI baseline 13.8 –
SAT with traditional frame-level Att. [18] 13.2 4.3%
SAT with utterance-level average Att. 13.1 5.1%
SAT with utterance-level AOA 12.7 8.0%

We also presented the results on AISHELL-2 task. The re-
sults shown in Table 3 are consistent with the results on SWB
task. The proposed method achieves a relative 8.3% WER re-
duction over the SI model and a relative 7.0% WER reduction
over the utterance-level d-vector-based SD model.

Table 3: Performance of the proposed method on the AISHELL-
2 task.

Method WER WERR

SI baseline 7.2 –
SD baseline(speaker-level) 6.9 4.2%
SD baseline(utterance-level) 7.1 1.4%
SAT with traditional frame-level Att. [18] 6.9 4.2%
SAT with utterance-level AOA 6.6 8.3%

To verify the improvement of the speaker embeddings, we
compared the aggregated speaker d-vectors with the utterance-
level d-vectors with t-distributed stochastic neighbor embed-
ding (t-SNE) [29] on test data. 10 utterances from the same
speaker were first randomly picked, and then the utterance-level
d-vectors based on attention-over-attention were obtained di-
rectly during the attention module. And the utterance-level d-
vectors based on the traditional frame-level attention could be
generated by averaging all the frame-level aggregated speaker
vectors in an utterance. For comparison, traditional utterance-
level d-vectors were also extracted for each utterance of each
speaker.

As shown in Fig. 3, the aggregated speaker vectors based on
different attention mechanism are all closer to the speaker-level
d-vector than the traditional utterance-level ones. And com-
pared with the traditional frame-level attention mechanism, the
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Figure 3: t-SNE of the different speaker vectors in test set.

aggregated speaker vectors based on attention-over-attention
are more concentrated, which indicates the offsets influenced
by the frame with little speaker information are effectively re-
duced. In order to solidify the conclusion, we calculated the
euclidean distance between the utterance-level speaker vector
and speaker-level d-vector for all the utterances of all the speak-
ers in the test set, and got the mean and variance of the dis-
tance. As shown in Table 4, compared with the aggregated
utterance-level d-vectors based on the traditional frame-level
attention mechanism, the mean of euclidean distance of the
aggregated utterance-level d-vectors based on attention-over-
attention mechanism is relatively closer while the variance of
the euclidean distance has great advantages. The results prove
the superiority of the attention-over-attention mechanism again.

Table 4: The mean and variance of euclidean distance between
different utterance-level d-vectors and speaker-level d-vectors.

Utterance-level d-vectors Mean Variance

traditional d-vectors 1.43 0.13
aggregated d-vectors based on Att. 1.29 0.10
aggregated d-vectors based on AOA 1.24 0.06

5. Conclusions

In this study, we have proposed a speaker adaptive training
method for speech recognition with attention-over-attention
mechanism, which can be used to measure the speaker informa-
tion contribution of each memory vector and each frame. Thus,
the utterance-level aggregated vectors are more representative
and stable. The results on the Switchboard and AISHELL-
2 task show that our proposed approach can achieve relative
word error rate reductions of 8.0% and 8.3% compared with the
speaker independent model respectively, and 6.0%-7.0% com-
pared to that of the traditional utterance-level d-vector-based
SAT method. The utterance-level aggregated speaker vectors
based on attention-over-attention mechanism yielded relative
word error rate reductions of approximately 4.0% compared
with the frame-level attention mechanism.
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Abstract

The performance of automatic speech recognition systems can
be improved by speaker adaptive training (SAT), which adapts
an acoustic model to compensate for the mismatch between
training and testing conditions. Speaker code learning is one
of the useful ways for speaker adaptive training. It learns a
set of speaker dependent codes together with speaker inde-
pendent acoustic model in order to remove speaker variation.
Conventionally, speaker dependent codes and speaker indepen-
dent acoustic model are jointly optimized. However, this could
make it difficult to decouple the speaker code from the acous-
tic model. In this paper, we take the speaker code based SAT
as a meta-learning task. The acoustic model is considered as
meta-knowledge, while speaker code is considered as task spe-
cific knowledge. Experiments on the Switchboard task show
that our method can not only learn a good speaker code, but
also improve the performance of the acoustic model even with-
out speaker code.
Index Terms: automatic speech recognition, speaker adaptive
training, model-agnostic meta-learning

1. Introduction
Recently, the accuracy of automatic speech recognition (ASR)
has been greatly improved by the use of deep neural network
(DNN) acoustic models such as convolutional neural networks
(CNNs) and recurrent neural networks (RNNs) [1–3]. However,
the performance is still unsatisfactory if the acoustic condition
of the test data is mismatched to that of the training data, such as
for speakers who have not been seen by the acoustic model. In
response, speaker adaptive training (SAT) is one of the effective
approaches to improve the performance of ASR on these condi-
tions. SAT reduces the mismatch by removing speaker variance
during training of the acoustic model, and it allows the acoustic
model to focus solely on modelling phonetic variations.

In recent years, a lot of SAT approaches have been pro-
posed. They can be divided into two groups: auxiliary feature
methods and adversarial learning methods.

Auxiliary feature methods use auxiliary features to inform
the acoustic model about speaker identity. In [4–7], speaker
i-vectors or bottleneck vectors are obtained using a pretrained
speaker recognition model. Then, acoustic features concate-
nated with the corresponding speaker vectors are fed to a DNN-
based acoustic model. In [8–10], the authors use speaker codes
which are learned together with the acoustic model to repre-
sent speaker identity information. In order to highlight the
importance of the speaker embeddings in adaptation and pro-
vide speaker identity information more effectively, [11, 12] try
to generate the speaker dependent parameters via a controller
network that takes speaker embeddings as input.

Adversarial learning is also used to perform speaker adap-
tive training. Inspired by the methods used in domain adapta-
tion [13–15], [16] optimizes the acoustic model and the speaker
classification model jointly via adversarial learning. In [17], a
reconstruction network is trained to predict the input speaker i-
vector. The mean-squared error loss of the i-vector reconstruc-
tion and the cross-entropy loss of the acoustic model are jointly
optimized through adversarial multitask learning.

Despite the progress, it is still a challenge of speaker adap-
tation to improve performance on test data as much as possi-
ble without overfitting, which is especially important in a rapid
adaptation setting when we use only a small amount of adap-
tation data. Auxiliary feature methods need speaker identity
information, but how to get the information is a question that
needs to be considered. Features similar to i-vector [4–7] are
extracted from other pre-trained models. They may not fit
perfectly with the current acoustic models. The speaker code
method [8–10] is a useful way to provide information about
speaker identity. But speaker codes and the acoustic model are
optimized together. This training strategy makes it difficult to
decouple speaker identity information from the acoustic model.
What we really want is a speaker code that is only related to the
speaker identity, and an acoustic model that has nothing to do
with the speaker identity.

The adversarial learning methods aim to map the input
speech frames from different speakers into the invariant hid-
den features of the speaker, so as to use the representation of
the normalized speaker factors for further classification tasks.
They do not perform adaptive training on the test speakers.
For example, when we already have a small number of labeled
speaker utterances, how to use those labeled utterances to im-
prove the model’s performance on unlabeled utterances of the
same speaker is something that the adversarial learning method
cannot do.

For this purpose, we introduce a meta-learning method
called MAML [18] to the speaker code based SAT framework.
We consider automatic speech recognition on a specific speaker
as a specific task. The acoustic model learns meta-knowledge
across all speakers, and the speaker code learns task-specific
knowledge which indicates the speaker identity. We evaluated
the effectiveness of the proposed method on the Switchboard
dataset. The experiments show that our method can not only
learn a useful speaker code to improve the performance on tar-
get speaker, but also improve the performance of the acoustic
model even without speaker code.

The remainder of this paper is organized as follows. In
Section 2, we briefly review the speaker code method and the
standard MAML algorithm as related works. In Section 3, we
present two different methods to apply the MAML algorithm to
speaker code based speaker adaptive training. In Section 4, we
report and discuss our experimental results on the Switchboard



Figure 1: Illustration of the model structure for speaker code
based SAT.

task. Finally, the paper is concluded in Section 5.

2. Related Work
2.1. Speaker code based SAT

Assuming that we have an (L+1)-layer DNN acoustic model
consisting of weight matrices, denoted as Wl(1 ≤ l ≤ L+ 1),
and the data come from C different speakers in total, we should
have C different speaker codes, denoted as s(c)(1 ≤ c ≤ C).
Each speaker code is simply a vector, whose dimension can be
freely adjusted. As shown in Fig. 1, these speaker codes are
fed into some particular layers of DNN through another set of
connection weights, denoted as Bl(l ∈ L), L stands for the
number of layers connected with the speaker codes. For any
layer l(l ∈ L), it receives input features from both the lower
layer l − 1 and the speaker code, the output features in these
layers are computed as follows:

hl = Wlhl−1 + Bls(c) (∀l ∈ L) (1)

In the learning process, both speaker codes and their con-
nection weight matrices are all randomly initialized. The
weights of the DNN can be initialized from a pretrained ASR
model. After that, all of these parameters are jointly learned
using the standard BP algorithm. In the testing stage, a new
speaker code is learned based on a small amount of adaptation
data for each speaker while the other parameters of the acoustic
model are frozen. The learned speaker code is used for all the
utterances of the corresponding speaker. Experiments on the
TIMIT and Switchboard task have shown that the speaker code
method is quite effective to adapt large DNN models using only
a small amount of adaptation data.

2.2. Model-Agnostic Meta-Learning

Model-Agnostic Meta-Learning (MAML) [18] is a popular
meta-learning framework. MAML learns initialization param-
eters θ0 by meta training Mtrain such that the model can
perform well on query set after a few steps of gradient de-
scent. Support set S are used to calculate loss used for gra-
dient computation. Suppose model f is initialized as fθ0 , let
θN = Adapt(θ0;L,S, N) be the model parameters updated
through N steps of gradient descent where the loss function is
L computed on support set S. The optimization problem is de-
fined as Eq.(2), which minimizes the loss of fθN on query set

Q:

min
θ0

L(θN ;Q) = min
θ0

L(Adapt(θ0;L,S, N);Q) (2)

In speech applications, MAML has been applied to ASR.
For example, in [19], MAML is proved helpful for cross-
language speech recognition. The results showed that MAML
based approach significantly outperforms the state-of-the-art
multitask pretraining approach on all target languages.

3. Proposed Method
For some parametric model fθ , MAML aims to find a set of
initial parameters θ0 which can be used to fast adapt to any
new task sampled from the same distribution. In other words,
the parameters θ0 could be regarded as meta-knowledge. For
speaker code based SAT method, Wl as well as Bl are speaker
independent, so they can alse be regarded as meta-knowledge
across SAT procedure. This is our motivation of using MAML
in speaker code based SAT. We propose two different methods
to apply MAML.

3.1. SAT with zero-initialized speaker code (SAT-ZISC)

In the speaker code based SAT method, the speaker indepen-
dent parameters are denoted as θ = (W,B). The adaptation
procedure, or “inner loop”, is formulated as following:

s(c)N = Adapt(s(c)0 , θ;L,S, N) (3)

where s(c)0 is the initial speaker code for speaker c, L is the
loss function, S is the support set which contains utterances of
speaker c. During the adaptation procedure, or ”inner loop”,
we freeze speaker independent parameters θ, and update initial
speaker code by gradient descent. For example, when using
one step of gradient update, the process can be described as
following:

s(c) ← s(c) − α∇s(c)L(s
(c), θ) (4)

Generally, N adaptation steps could be applied to get adapted
speaker code s(c)N .The step size α and the number of stepsN are
fixed as hyperparameter.

When we get adapted speaker code s(c)N , we could compute
the loss on query set Q, which contains some different uttre-
ances of the same speaker. And then we update the speaker
independent parameters θ by gradient descent. The final opti-
mization problem, what we refered as the “outer loop” of meta-
learning, is defined as Eq.(5):

min
θ
L(s(c)N ;Q) = min

θ
L(Adapt(s(c)0 , θ;L,S, N);Q) (5)

Fig. 2 shows the architecture of the proposed SAT-ZISC
method. Since the acoustic model weights W are initialized
from a pretrained ASR model and the connection weights B
are initialized from scratch, we initialize all speaker codes
s(c)0 (1 ≤ c ≤ C) to zero vector, so they have no effect on the
original acoustic model at the beginning, and make the training
process more stable. At the end of the ”inner loop ” learning,
the speaker code s(c)0 will be saved and used as a initial speaker
code for next inner-loop learning.

It is worth mentioning that only the speaker independent
parameters θ are updated in the ”outer loop” while the adapted
speaker code keeps unchanged, which means we do not need to
compute second derivatives as the original MAML does.



Figure 2: Overview of the architecture of SAT-ZISC.

In the testing stage, a new speaker code is first initialized to
be zero, and then it is updated based on the derivatives of the
adaptation data as Eq.(3). The learned speaker code will be fed
to the model as in Eq.(1) for testing purpose.

3.2. SAT with meta-initialized speaker code (SAT-MISC)

Learning a good speaker code from a zero-initialized vector
might be a hard work. In this section, we employ a new mothed
called meta-initialized speaker code. Here not only the model
parameters θ = (W,B), but also the initial speaker code s0 are
regarded as speaker independent parameters. As Fig. 3 shows,
all speakers share a same initial speaker code s0. In the pro-
cess of speaker adaptation, the initial speaker code is updated
based on adaptation data of the speaker, to become a speaker
dependent code s(c)N :

s(c)N = Adapt(s0, θ;L,S, N) (6)

The final optimization problem, or ”outer loop” is a little
defferent from Eq.(5). It is formulated as following:

min
θ,s0

L(s(c)N ;Q) = min
θ,s0

L(Adapt(s0, θ;L,S, N);Q) (7)

After training, we aim to get a speaker independent model
and a initial speaker code s0 that is more suitable to speaker
adaptation.

It is worth mentioning that during the training stage, we
use second order derivatives to train the initial speaker code
s0 according to Eq.(7). This could bring a significant compu-
tational expense. For computation efficiency, some previous
works [18, 20] ignored the second-order term, which were alse
known as First-order MAML(FOMAML). But we found that
the training process was very difficult to converge when using
FOMAML in our experiments. Finally we used second-order
MAML in the SAT-MISC method, and its training speed was
about 30% slower than the SAT-ZISC method.

4. Experiments
4.1. Dataset

All experiments were performed on the Switchboard(SWB)
dataset. The training data of the SWB task [21] consists
of 20-hour English CALLHOME and 309-hour Switchboard-
I dataset, including a total of 5110 speakers. The SWB part
of NIST 2000 Hub5 evaluation set is taken as test set, which
contains 1831 utterances from 40 speakers in total. We use 20
utterances for each speaker to do speaker adaptive training. So
the final test set contains 1031 utterances.

Figure 3: Overview of the architecture of SAT-MISC.

4.2. Baseline setup

The speaker independent baseline is trained with a VGG-like
[22] model architecture based on frame-level cross-entropy cri-
terion. The inputs of the model were the 40-dimensional log
Mel-scale filter-bank features. The architecture of the model
mainly consisted of convolutional and pooling layers, and each
convolutional layer was equipped with a standard ReLU activa-
tion function. We shuffled the utterances in training data and
grouped them into minibatches with a limit of 2048 frames per
minibatch to speed up training. Stochastic gradient descent was
used as the optimizer, and the initial learning rate was set to
0.02.

The speaker code baseline is trained based on the speaker
independent baseline model. We connected the speaker code to
the first layers of each convolutional block (layer conv0, conv1,
conv5, conv9, conv13) in the VGG-like model. The connection
method is as described in the Eq.(1). The DNN weights W were
initialized from the speaker independent baseline and the con-
nection weights B were randomly initialized. At the beginning,
we initialized the speaker code s(c) randomly, but found that the
training process was very difficult to converge. So we initialized
all speaker codes to zero vector. After that, all of the parameters
were jointly optimized. The learning rate of W and s(c) was set
to 0.02, and the learning rate of B was set to 0.4. Tabel 1 reports
the word error rate(WER) of the baseline models.

Table 1: Performance of the baseline models on SWB.

Method WER WERR

baseline 13.8 –
SC-baseline with adapted speaker code 13.5 2.2%

4.3. Results of the proposed method

In the training stage of our proposed methods, the hyperpa-
rameter step size α in MAML is set to 0.02. The rest of the
hyperparameters are set the same as the SC-baseline model.
Tabel 2 reports the performance of the our proposed methods.
For SC-baseline model, firstly we fed the model with a zero
initialized speaker code that has no effect on acoustic parame-
ters. It achieves only a relative 0.7% WER reduction (WERR)
compared with the baseline model. After training on 20 ut-
terances of the target speaker to get an adapted spaeker code,



it achieves a relative 2.2% WER reduction compared with the
baseline model.

As for the SAT-ZISC method, we alse fed the model with
a zero initialized speaker code to test the performance of the
speaker independent acoustic model. It achieves a relative 3.6%
WER reduction compared with the baseline model, which is
much better than SC-baseline. When using an adapted speaker
code, it achieves a relative 4.3% WER reduction compared with
the baseline model.

When receiving a zero initialized speaker code, the SAT-
MISC method achieves a relative 3.6% WER reduction com-
pared with the baseline model. In this method, the model has an
initial speaker code, and it is a part of speaker independent pa-
rameters. When we fed the model with the initial speaker code,
it achieves a relative 4.3% WER reduction compared with the
baseline model. If we get an adapted spaeker code based on this
initial speaker code, we will get a result of a relative 5.8% WER
reduction compared with the baseline model.

Table 2: Performance of the propoesd method on SWB.

Method WER WERR

baseline 13.8 –
SC-baseline with adapted speaker code 13.5 2.2%
SC-baseline with zero speaker code 13.7 0.7%

SAT-ZISC with zero speaker code 13.3 3.6%
SAT-ZISC with adapted speaker code 13.2 4.3%

SAT-MISC with zero speaker code 13.3 3.6%
SAT-MISC with initial speaker code 13.2 4.3%
SAT-MISC with adapted speaker code 13.0 5.8%

The results show that both SAT-ZISC and SAT-MISC are
able to get a better speaker independent acoustic model. This
can be considered as the benefit of meta-learning. In the pro-
cess of ASR, speaker independent acoustic model is a meta-
knowledge across all speakers. Applying MAML to speaker
adaptive training makes the model easier to extract these meta-
knowledge. When using adapted speaker code, SAT-MISC is
superior than SAT-ZISC. This result shows that learning from a
good initialized speaker code is better than learning from zero.

We also investigated the impact of the number of adaptation
steps N in proposed motheds. We find that SAT-ZISC need
more steps to learn a useful speaker code than SAT-MISC. As
Tabel 3 shows, SAT-ZISC need 12 adaptation steps to achieve
best result while SAT-MISC need only 2 adaptation steps. This
is a proof that learning from a good initialized speaker code is
much easier than learning from zero. Tabel 3 also shows that
more adaptation steps will not bring further improvement, and
too many adaptation steps may degrade the performance of the
model due to overfitting.

5. Conclusions
In this study, we have proposed two speaker code based speaker
adaptive training methods with meta-learning approach. Both
of the methods use the MAML algorithm. The speaker code is
updated in the MAML’s inner loop, and the speaker indepen-
dent parameters are optimized in the MAML’s outer loop. The
results on the Switchboard task show that our methods not only
learn a suitable speaker code, but alse significantly improve the
performance of the acoustic model. Both of the acoustic models
of our method achieve a relative 3.6% WER reduction (WERR)

Table 3: Impact of different adaptation steps on SWB.

Method adaptation steps WER WERR

baseline – 13.8 –

SAT-ZISC

0 13.3 3.6%
2 13.3 3.6%
6 13.3 3.6%

12 13.2 4.3%
20 13.3 3.6%
35 13.4 2.9%

SAT-MISC
0 13.2 4.3%
2 13.0 5.8%
6 13.2 4.3%

compared with the baseline model. After using adapted speaker
code, the SAT-ZISC method achieves a relative 4.3% WER re-
duction compared with the baseline, and the SAT-MISC method
achieves a relative 5.8% WER reduction compared with the
baseline. In future work, we plan to use more corpora to eval-
uate the effectiveness of SAT-ZISC and SAT-MISC extensively.
Besides, based on MAML’s modelagnostic property, our ap-
proaches can be applied to a wide range of network architec-
tures.
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